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Arthur Schopenhauer: "Approximately every 30 years, we declare the scientific, literary and artistic spirit
of the age bankrupt. In time, the accumulation of errors collapses under the absurdity of its own weight."

RH: "Mesmerized by the Gordon Moore Curve, wein CS slowed down our learning curve. Findly, after 60
years, we are witnessing the spirit from the Mainframe Age collapsing under the von Neumann syndrome.”

Abstract. Because of high energy consumption our computer-based infrastructure may become unaffordable
- without reinventing the entire computing discipline, also due to cope with the manycore programming crisis.
The paper highlights facts, trends, and a roadmap to by-pass this crisis and to reach new horizons.

The term von Neumann syndrome has been coined by C. V. ,,RAM*“ Ramamoorthy
inreply to my talk at San Diego [1]. Most problems are caused by the Energy VAl
the Memory Wall, and the Education Wall. Still main focus of CS education, the von
Neumann (vN) basic common model [2] lost its dominance decades ago [3], aso
having been criticized for overhead [5] [6]: its principles are fundamentally wrong,
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since data processing targets data streams - not instruction streams. In industry it has been replaced by a
cooperation of vN CPU and non-VN accelerators (fig. 1). To-day, most MIPS equivaents are running on
FPGASs[7] (Field-Programmable Gate Arrays [8]: the fastest growing segment of the semiconductor market),
where the microprocessor has become thetail wagging the dog and the basic accelerator modd is data-stream-

- based
von Neumann computing:

will it be still affordable
throughout next decade?

Themost disruptiverevolution sincethe mainframe:
it's Reconfigurable Computing (RC) [9] [10] [12] [13] [14]
[15], modly FPGA-basad. Its pervadveness is obvious It S10°
comes with a second machine paradigm: the anti-mechine, £
counterpat of VN [16] [17]. Meanwhile RC has become >
maingtream, not only in embedded systems. More then 170
internationd  conference saries ded with RC and its
goplications [18]. Nat only in digitd consumer dectronics
getting momentum from market convergence, RC is the key
for future architectures: fidd-programmability is a must [19)].
Since 2006, RC is aso a hot spot in supercomputing
[20] [21]: The personal supercomputer is near [22].

The 1st Reconfigurable Computing Paradox. From
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Fg. 2. Speedup by software to configware migration.

not instruction-stream-based. However, most published
documentations of such symbiotic systems use a confusing and/or selfish
terminology and are structured like stirred up Spaghetti Bolognese, not at
all sraightening out an underlying twin paradigm common basic model.
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softwareto configware migrations, speedup factorsby up tp 4 orders of magnitude (e.g. 3000 inimage processing
[24] and 38514 in DES breaking [25]) have been published (fig. 2), dthough FPGA technology parameters are
very bad [10]. The effectiveintegration density of alarge FPGA istremendoudy behind the Gordon Moore curve

Energy Wall, Memory Wall

and Education Wall fuel the
von Neumann syndrome.

(fig. 3). Compared to speedup the discrepancy is up to 8 orders of magnitude.
What explains such excellent results by such a bad technology? (Instead of
»SmpleFPGAS" (fig. 3) somemorerecent projectsfromfig. 2 used platform
FPGAs having a better integration density by including a domain-specific

mix of hardwired module blocks embedded in FPGA fabrics.) Part of the explanation isthe Gordon Moore gap.
TheMoore curvedoesnot show theactual computational density (effective MIPS per areaunit) of microprocessor
chipswhich hasdragtically decreased with the sequence of generations[10] [11]. The discrepancy dso indicates,
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FHg. 3. Smple FPGA effectiveintegration dendty*.

Fg. 4. Areaefficiency of coarse-grained RC.

*) invited paper, Stamatis Vassiliadis Symposium ,The Future of Computing*, Delft, The Netherlands, Sept. 28, 2007



that our common models and implementation principles are fundamentaly wrong: the von Neumann syndrome.
Following the vN-centric spirit from the mainframe age in using technology of the silicon age we are navigating
with acompletely wrong road map. We need to think out of the box. Reconfigurable Computing isleading usto
new roadswe need to escape from the vN paradigm trap,tunnel of horror. The M’ soft [ingtruction-stream-based)]
programming mode! for upcoming manycore microprocessors has been predicted to be 10 years off [23]. For
an earlier solution we need a twin paradigm agpproach: ingruction-
stream-based solutions coordinated with data-stream-based antimachine | von Neumann syndrome:

concepts. Each core should have the option to run asavN CPU, or, asan | @n important strategic issue
antimachine's DPU (DataPath Unit: hasno program counter), s fig. 5. |- at least at national level.

glpe of PU T nsiruction T exectiion Missing the point: because of tunnd view. For a hammer everything looks
MY | ShdidEds mggffe like anail. For some mathematicians many phenomena look like an agebraic
nstruction | Problem. Around 1980 it has been found out, that systolic arrays are beautiful
CPU yes feich | schemesto solve complex agebraic problems[26] [27] [28], and, have come
DR or no arvalof | yp with an excellent definition of the term data stream - nicdly illustrated by a
rDPU data* . Lot . . ;
. ) frans ort trig ered time/space schematics (fig. 6). Their severa synthes's methods to derive the
Fi lqure 5. Dual |ty Y MS  pipe network of asystolic architecture from amathematical formulahas been,
elimann Vs, ahtimachin of course, algebraic. Since this means linear projection yielding only uniform
linear pipes, these synthesis methods have supported only applications with grictly regular data dependencies,
whichisafar-ranging limitation. It took dmaost 15 years, to overcome this limitation, which semsfrom the tunnd
view of the dgebraic perspective. In 1995 Rainer Kress replaced their dgebraic synthesis methods by smulated
annedling [29], which in fact, means a generdizaion of the systalic array. The resulting supersystolic array
methodology supports dl kinds of irregular pipe schemes, including (not only) spird, zigzag and even much more
wild schemes, even dso with fork and join fegtures. By the way, the original - -
conference series on systolic arays [30] [31] extended itsscope[32] [33]. | -data stream® # , dataflow”.

tlmeall 2 time Anti machine: delayed by paradigm trap. Who
,Vr',{%odhcegog " organizes the data streams to run systolic arrays? The
SYSOIIC aras owware reply of that systolic array scene around 1980 has been:

“‘ \ »thisisnot our job. [Thisis the job of hardware people.]”

tl me PO time  Since computing resources without a sequencer are not a

S X X\X\  computational , machineg’ in the sense of a machine
x x/- | o _ paradigm, those mathematicians have missed to invent the
new machine paradigm of the antimachine[34] [35] [36] -

X X/m - PRI Ry the counterpart of the von Neumann machine. This

port DPA »transdisciplinary” break-through had been delayed by
flowware (DataPath Array) their reluctance due to their algebraic paradigm trap. Each
individual data stream is generated by an auto-sequencing

| I schgld (a4 | memory (ASM) block including a data counter. For the
Gaitemwil | aray example in fig. 6 we need 12 ASMs, 6 of them as
Bgtlggrﬁean awhich | data stream sources, and 6 of them as data stream sinks

2 LortheDPAa | (fig. 7). So this machine has 12 data counters in total.
v Compared to von Neumann the main differences of the
antimachine are: (mostly multiple) data counters, co-located with memory - in contrast to vN's single
program counter, co-located with the single datapath unit (DPU). The anti machine does not have a CPU:
it only has (mostly multiple) DPUs, i. e. without program counters. (Datastreams # dataflow. Note: only
use the term datastreams, but avoid to use the obsolete term dataflow! [37]) The two machine paradigms
are twins, because to express sequencing the same language primitives are used (fig. 7) [38]. Both
paradigms have the same syntax rules. Their sequencers use the same circuity. Their semantics is only
dightly different. The only external asymmetry isthefact, that data stream |oops can beinternally parallel
at thislevel, whereasinstruction stream loops cannot. A von
Neumann machine can have only asingle DPU (insidethe | \We must reinvent computing [41].
CPU), whereas an antimachine can have multiple DPUs.

The von Neumann tunnel of horror. The vN paradigm is preferred by rationally bounded humans for
reasons of Denkoekonomie ([Ernst Mach] [39]). Scarce resources (intelligence) are substituted as soon
as possible. vN's beneficiaries Intel and Microsoft gain from the fact that the programmer does not need
to think alot about many difficult aspects of computing [40]. However, our von-Neumann-centric cyber-
infrastructureisatunnel of horror: astronomic code sizes cause a massive array of overhead phenomena,
due to the von Neumann syndrome. 1000 processors running in parallel means that 1000 instruction
streams with all their overhead phenomena yield a drastic programmer productivity decline. [41]: ,In
practicewe are limited to afew instructions per clock cycle.” Traditional software engineering problems
are now topped by the manycore programming crisis. The human wave approach toward improving
components not being the main system bottlenecks to come up with a variety of speculative and other
indeterministic methodologies, recently topped by transactional memory efforts. A huge waste of
researcher capacity to obtain mostly margina results: the mountain screamed and bore a mouse. Also

definition (FHowware):
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multithreading is speculative and is not the silver bullet. Overhead phenomena also lead to
microprocessor chips featuring a highly disappointing computational density [11]. This is only an
incomplete list of indications to the von Neumann syndrome. The table in fig 9 lists some of the von
Neumann overhead phenomenawhich can be avoided by software to configware migration, i. e. by RC.

(DPA ASM = Auto- A new paradigm cannot be avoided. Most researchers and
compiled SequenangMemay i mplementers in HPC are reluctant to go for a paradigm
pipe network GAG=GCeneric extension. This is (not only) illustrated by following
Address Generator panelists statements from SCO06. , It is feared that domain

scientists will have to learn how to design hardware. Can
m 2 — Y] we avoid _ the need for hardware design _sk_iIIs and
I understanding?* [42], , A leap too far for the existing HPC

community” [42]. Trying to avoid paradigm revisions

—> RSl |ecads to a completely wrong road map. The following

) o ' statement sounds somewhat better: ,, We need a bridge strategy
Hgure7. l l i by developing advanced tools for training the software
gaimag%g%s community to think in fine grained parallelism and pipelining
toffrom techniques.” [42]. Such a bridge strategy also makes sense,
distributed because of the manycore programming crisis running in
memory. parallel with the break-through of Reconfigurable Computing.

Everything we know is wrong. The vN syndrome - - ;
reminds of a Freudian repression of materia paralelism. RC Rec_om?gur?ble %Jotmr[])ut{ng m?_ans.

is more equivaent to our natural unconscious intelligence. no Instruction retch at run time.

However, therevolution is painful, since conscioudy pardld thinking ishard, israrely systematically trained,
and is badly supported by established tools [40]. Since paralelism now becomes increasingly ubiquitous,
HPC should be able to exploit and extend mainstream programming languages, operating systems,
development tools, libraries, and even applications intended for smaler scale systems [41]. Also grid
computing requests delivering its functionality through far smpler programming interfaces. , The Grid is
sometimes its own worst enemy. Grid computing misses the point.” [43] [44]: "If we want to enable new
science then we need to empower the user." To make it much easier for devel opersto implement pardld software
and systems, we urgently must reinvent not only computing but a so the computing profession [41]. Everything we
know iswrong [46]. This requires a paradigm revision for execution and programming models. [47].

instruction stream languages [ data stream languages| Twin paradigms approach is needed. The
read next instruction read next data ftem von Neumann syndrometells us, that instead of
goto (instruction address) goto (data address) physical limits, fundamental misconceptions of

ump (to instruction addréss) |jump (to data address (PR ; .
sequencing Jmstlrou(ctio_n loop ) Jdataplgop ) | algorithmic complexity theory limit the progress

primitives ~ |loop nesting data loop nesting and will necesstate new breskthroughs. Not
escapes escapes processing is codtly, but moving and storing

instruction stream branching |data stream branchinP |
e

no loops internally parallél |yes: loops int’y paral A , \ . .

- - - — think basic assumptions behind computing.
Figure 7. Why vN and antimechine languege pardigms are twins Moving data(at runtime) inthevN domainturns
for the antimachine domain into (at compile time) moving the locality of execution by pipe network synthesis
(line 7 and 8 in fig. 8). Another example are reconfigurable address generators moving address computation
overhead (lines 9 and 10 in fig. 9) from run time to compile time [48] [49] [50]. Supporting compilation
techniques, also featuring automatic software / configware partitioning, have been demonstrated, accepting C
language sources[51] [52] [53] [54], and mathematical formulainput sources [55]. Cores of manycore systems
should be heterogeneous, dso including reconfigurable cores like FPGA< -
etc. Because we cannot afford to discard non-von-Neumann accelerators, éllgé I% ﬁ?é‘;’erg%{‘r g(t)sn?‘lijenllder
wehaveto support atwin paradigmapproach: awell and clearly organized o O iy
dual model supporting both, von Neumann and the antimachine paradigm. programmability is @ must 19

The 2nd Reconfigurable Computing Paradox. Compared to hardwired accelerators, FPGAs have bad
technology features, such asdow clock frequency, and, higher energy and space requirements. Many publications
report speedup factors obtained from software to configware migration (onto FPGAs [ 7] [10]) - up to afactor of
6000 (fig. 2). But only one of those publications reports dashing the eectricity bill and space needed down to less

data and messages. We've to completely re-

# feature von Neumann machine amimahg{%"é”{gqg' [56) r%%?ﬁ'gaﬁ?nbée

1 [machine code schedules: instruction stream data stream(s)

2 |# of programming sources 1 2

3 | programming source 1% none configware

4 [programming source 2% software flowware

5 |(Source 2) sequenced by: T program counter T ormore data counter(s)

6 |counter co-located with: DPU (data path) ,CPU" memory block(s): , ASM"

7 |inter PU communicafion; via common memory piped through

8 | data meet PU (processing uni) move dafa at run fime mOove execution focality at compile ime
*l*t)ofgregg v Figure 8. von Neumann vs. Anti machine: Partitioning scheme.
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than 10 percent, for a gpeedup factor of only 17 [45]. This means
a discrepancy factor of subgtantidly more than 100 in terms of
Wetts per effective MIPS. The (semi-RC) GRAPE machine
shows, that the ectricity consumption per MIPS might go down

Software to configware migration
promises tremendous speedups
and energy savings: at much lower cost

to about one tenth of a percent [64] [65] [66]. A recent talk reports a power factor of 3439 [25] for a 38514x
speedup factor at DES breaking, a so causing amassiveimpact on security overhead: aMegabit key needed soon?
Thevon Neumann syndrome: the Energy Wall. Thedectricity consumption of computers has been mainly
ignored (fig. 10). But recently a discussion has been kicked off within the HPC scene [21]. The energy
consumption of future supercomputersis heading for astronomic dimensions. The discussion now also includes
sarver farms. Google's annud dectricity bill amounts to 50 million US-Dollars - more than the vaue of its
computing equipment. And, about 25% of Amsterdam’s electricity consumption goesinto server farms. Servers
inNew York city occupy aquarter square kilometer of building floor area. A study predicts, that - from currently
more than 20% - by the year 2020 the electricity consumption of the entire cyber infrastructure in the US will
amount to 35 - 50% of the US ectricity production (fig. 10) [58]. The crude ail price development (fig. 11)
and market predictions (fig. 12) lead to the question, wether von Neumann computing will be affordable in
the future. Conclusion: the von Neumann syndrome is a strategic issue, at least at national level.

TheMemory Wall. Dave Patterson’s law

# | type of run time overhead | v. Neumann machine aﬂ%ﬁ%ﬁﬁe f%%%’,‘ﬂggﬁ?ﬁe'e showsthe memory chip bandwidth orders of
9| state address computation| instruction stream none © m"’gn'tUd? be.hl nd MICroprocessor clock

10| dataaddress computation| instruction stream none £ frequm-cy' main reason of the tremendous
11| inter PU communication | instruction stream none S| instruction stream overheed -Be(-:wse of
: : _ : = — usud vN-based software code Size, it mostly

12| instruction fetch ?nstruct?on stream none | = | cannot be stored a on-chip memory - in
13| data meet PU instruction stream none > | contragt to configware code tending to be
14| synchronization instruction stream none § __ | massvely more compact. Commercidly
15| multi-threading instruction stream none | 3 available platform FPGAs can have up to
16| transactional memory | instruction stream none | 2 | morethan 700 loca on-chip memory blocks,
17| message passing instruction stream none /] 2 | sotha data streams for many gpplications
18| multiplexing [57] instruction stream reduced or none can be scheduled to/from fast local memory

Figure 9. Overhead avoided by antimachine w. distr. on-chip memoary.

50,

e [ .°
40%5 85 e
o E3 ML

8= -*
20.(,)*§ -

102 % /

L~ [Mark P Millg
(o |
1980 o0 - 2010
Figure 10. Electricity consumption.
o 70 '[BUSNE'SSWEEK]'
*S' 60
5 50
T 40 I .
E 30 A\ e
2 I\ A LA
A O WANSAN
¢ 10 o
D0 3year average

Figire11. Oil price devel

2000 year

opment

§3C buyer’slmarka

A

| Sdllersmarket "

8

ST

'

|
*« prediction

A

*
L d

[

=
o

production

*
*

billions of barrels/

/I

L~

[Peter Sceife]

0
1940 1960 1980

2000 2020 2040

Figure12. Worldwide ail production.

these problems and to encourage activitiesto copewith the
Education Wall the International Annual Conference
Serieson RC education has been founded. [67] [68].

(fig. 8) [59]. This dso helps to explain the
first reconfigurable computing paradox.

The von Neumann syndrome: very high cost. From software
to configware migration a hardware cost reduction to ~10% has
been reported, also reducing the number of racks needed to ~10%
[45]. Much more is expected for the future. A drastic reduction of
floor areaneeded is a substantial cost factor because of the building
size needed. Also, if needed at al, the cost of

air conditioning equipment and the eectricity | MIPS/watt are
bill coming with it is massively reduced: | more important
another motivation for a paradigm revison.  |than MIPS/S.

M apping from timeto space: the Education Wall. In contrast to VN,
the anti machine is data-stream-based: no ingtruction fetch at run time.
Mapping an application from software to configware means mapping

- from time to space - a domain hated by people with a software-only

background. A Japanese CTO whenintroduced [60] torDPAs[61]: ,,But
you cannot implement decisions!” We immediately see the Education
Wall in hisbrain. How to map aflowchart’s decision box into the space
domain? It turns into a demultiplexer controlled by the decision hit
running on an extra wire ingead of stting in a CPU's regigter: it's
branching in space. (The Register Transfer Module system (1972) sold
by Digital Equipment [62], and asmilar system (1967) from academia
[63], are based on such a mapping of flowcharts) See, how this
important finding was commented in the 70iesby the HDL scene:,, This
issosimple. Why did it take 25 yearsto find out?* Thisbacklogwasdue
tothetunnel view of the software-only mind set. M eanwhiletimeto space
mappingisanold hat; we should stop ignoring it. Thisrequestisurgently
addressed to our curriculum recommendation groups like the joint
ACM/IEEE-CS task force, 4ill hopeesdy reductant to discuss RC
issues. Such asoftware-only mind set missesthel T job market. To creete

better visibility of Undiscovered, the antimachine paradigm
has been around for decades: used indirectly
via highly inefficient instruction streams.
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Dynamically Reconfigurable FPGAs [69] are partially
reconfigurable where parts of it can be running while other parts
are being reconfigured. Dispatching, scheduling and swapping tr%meﬂgoutséy ;)hve'rbl\‘lnef[%j-b%_sr?d
configware macros are the job of a configware OS (configware L In contrastfo the imacnine.
operating system [70Q]). ,No instruction fetch at run time* still holds, when the model used here follows a
clean definition. Thisisabit difficult to explain to beginners without some advanced FPGA background.

Fully fledged paradigm shift not needed. Classical CS

The von Neumann paradigm is

Source -ISCOI'nPHed Into: knowledge is ill important (also to run legacy software). We
Software aninstruction schedule | need only the additional adoption of asecond paradigm, whichis
Flowware adata schedule only partialy different from the von Neumann mind set. The
Confioware a pipe network by second paradigm, the antimachine, is a twin brother of the von

gw placement and routing | Neumann paradigm. The control syntax is mainly the same (fig.

7). Only the semantics is different: controlling data streams
instead of instruction streams. Thishelpsusto find agood bridge
strategy to go from von Neumann single paradigm to a twin paradigm methodology. Most ingredients of
the antimachine methodology are rather old stuff - mostly ignored by the CS community. Most of the
enabling technologies of RC and to cope with the von Neumann syndrome, have been published at least 20
years ago, like for instance, about loop transformations, W " q - bit
routing algorithms, languages to express pardldlism, Ie\?elseFeP?S Atek?arc?vvygrye rrgm dasel v
compilation techniques, data streams, systolic and over to functional level with MAC.

supersystolic arrays, software to hardware migration etc.
The point of view may be dightly different to-day. ALUs, DPUs, CPU-cores etc [40].

Under sandable modelling schemeneeded. A global system view is required for grasping the principles
and essentia issues of the contemporary heterogeneous twin paradigm systems, not only in under-
graduate education, we need an intuitive terminology and an under standable common modeling scheme.
A style of schematics with aclear distinction between von Neumann subsystems and antimachine blocks
helps alot. We distinguish 3 different types of programming sources (fig. 13) [71]. Instead of only type
of source (, software") in von-Neumann-only systems (fig 14 b), two more kinds of sources are added by
RC (fig. 14 c), which we should not call software: it's configware to set up the structure of reconfigurable
resources, and flowware for scheduling the data streams, according to configware compilation results. To
create and understand such schemes we should clearly distinguish different types of programming
sources: source type 1 (row 3 in fig 8,) to set up resources (not needed for hardwired machines), and
sourcetype 2 (row 4 infig 8) for scheduling (instruction streams by software for von Neumann machines,
or, by flomwarefor data streams at antimachines). Thistwin paradigm approach meansthe interweavement
of 2 cultures: a transdisciplinary approach (fig. 16), affiliating the instruction-stream-based mind set
(computing in time: procedural semantics) with the data-stream- . ,
based mind set (computing in space: structurad semantics). 1t is | USING E.DPAS t(ﬁoarse-gralne_d
easy, since the syntax is mainly the same (fig. 7). Affiliating should ,[ﬁec %re]sltg gtrr%t ee atror agr?(% 'g
not mean mixing. Although the semantics is different, it should | (1% PESt STTAICDY H0 DIICY

avoid confusion by navigating with a clean coordinate system: this raising the abstraction leve

challenge to educators can definitely be mastered. .

a) early machinest (eg. DDA):  ¢) Reconfigurable Computing ~ Platform FPGAsinclude a domain-specific
[resources fixed | )& narawire __(reconfigureble antimechine): mix of hardwired module blocks like LUTS,

Figure 13. Sources by compilation targets.

[doorthms fixed | acderdors  Mregyurces variable | Tﬁlﬂ%ller :t ((:)I' DSSpF; (geell :IS,ZeI’I]jel’T']AOII’_yUC;bJ e\C/tlfl.
needed dgorithmsvariable ) " ) ) o

o source code _ lflo%/?/ware ouce codel | processors, sometimes with customizable

b) von Neumann machine: (schedulingthedatastreams) | instruction set processors, and even analog

[resourcesfixed | configware source code components. Such a heterogeneous mix

doorithmsvariable _ _ ) poses significant new challenges for
|s(?ftware muroecod::l d) thehardwired antimachine*  programmers and for synthesis software.
(scheduling theinstruction streams) Lreourcesfixed  Jere) This makes quantification of the

[dgorithmsvariable }q:l performance and capacity of modern FPGAs

Fgure 14. Nick Tredennick’s flowware source code — and particularly comparison of various
machine dassification scheme.  (scheduling the datastreams) arrays — almost impossible.

Coarse-grained Reconfigurable Computing: for mastering the education wall. The menta models of
hardware and software engineers are unnecessarily set apart from each other [40]. But the market trend goes
away from a bit-level FPGA hardware mind set, over to functional level with MAC, ALUs, DPUs and CPU-
coresingde platform FPGAs [40] and rDPAs. A bridge strategy to cope with programmer’s reluctance is the
use of coarse-grained reconfigurable data path arrays (rDPAs) [72] [61]. Their cores are rDPUs
(reconfigurable data path units) not having aprogram counter (fig. 5). In contrast to using FPGAsthemodeling
with rDPUs reaches functiona level, coming much closer to "DPAs. methodology 15 ready - Users
the software-based mind set. Much better than any kind of : : -
FPGAs, the rDPAs (eg. [73]) are the best educational | 1€ NOt (delaying the breal-through)
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#|  moving data between data transport execution triggered by strategy
by instruction streams | ; : : ;
1| vN CPU cores via common memory instruction streams | moving data at run time

2| 'DPU coreswithin rDPA | piped through: directly | arrival of data moving the locality of
(coarse-grained array) romrDPU torDPU "~ | (transport-triggered) | execution at compile time

Figure 15. Avoiding the memory wall by coarse-grained reconfigurable array instead of many core CPU array.

drategy to bridge the software/configware chasm. Well-known and easily understandable loop transformations
are smoothly mappable into pipe networks to be configured on rDPAs [51] [52]. Configware code Sze (much
faster configuration time) and effective technology parameters of rDPAS (fig. 4) are much better than those of
FPGASs (fig. 3) by about 4 orders of magnitude. Techniques for rDPA-based co-compilation and design space
exploration, including automati c software/configware partitioning .
and interface generation, have been demonstrated [51] [61] [74]. | The personal supercomputer is near.

rDPA coarse-grained arraysto avoid thememory wall. Fig. 15 illustrates the performance advantage of a
coarse-grained rDPA aray (row 2) over a manycore array of CPUs (row 1). Moving data between CPUs goes
through common memory needing ingtructions dowed down by the memory wall for both: moving thedataand to
evoke executions on the CPUs (line 1). However, via compilation techniques for a coarse-grained reconfigurable
array (placement and routing) theinterconnect between rDPUsis configured .

to form a pipe network such, thet deta are directly pushed without needing SSC asb,%#‘,'f’dg etoe%%t();li'ﬁg?g
common memory. This avoids data memory cycles. The execution within |[earning for the manycore
eachrDPU istriggered by handshake, i. eby thearrival of datapipedthrough |future and to reverse the
directly from another rDPU. This avoidsinstruction memory cycles. enrolment downtrend.
rDPA coar se-grained arraysvs. platform FPGAs. rDPUs inside rDPAs are reconfigurable, whereas
hardware blocks in platform FPGAs are not. Following aless understandable model, platform FPGAs are
less suitable for a bridge strategy than rDPAS. In contrast to FPGAS, rDPAslike the X PP array from PACT
[73] provide higher speedups and lower energy consumption - coming with a compilation environment
including tools for automatic interfacing CPUs with rDPUs - closing a zipper (fig. 16).

Conclusions. RC is an essential qualification for the
manycore future [40], HPC and supercomputing. The
peformance of von Neumann computing systems is
dramaticaly behind expectations. Gordon Moore's curveisfar

the paradigm twins should be seamlessly inter-
woven throughout the entire course programs

von Neumann é‘ggémﬁcgggfe) away from indicating computing performance. Von Neumann-
g based computing comes dong with a tremendous array of
instruction- . ingruction stream overhead phenomena, which are not coming
stream-based deterstream-based e A edologies having : :
roaramming: no instruction fetch a run time, | RC 1S an essential
ina: prog 9 qualification for the
programming: space domain Vor-Neumanntbesed  programmer fut HPC
time domain (flowware and productivity progressively dedlines madnycore u ure"['
(software) configware) with an increasing number of L&Y SUpercomputing.
processor cores involved. The equipment cost and energy
CPU cores (r@RalttheJr cores o consumption of von-Neumann-based computing are
too high by more than an order of magnitude. Available RC
K, co-compilation [52] [54] [73)], J methodol ogy to cope with this syndrome is mainly ignored.
OS[7ojetd., interfacing, etc. Exceptions are many areas in embedded ~ systems.
== Curriculum recommendations fail to hit this present and

d ; 1 ; i future I T job market, missing to consider that most software
EL%@&&J;’[‘{ g‘npﬁyagggn?'izﬂ?ﬁ g%‘g%%)m%, is written for embedded systems and most MIPS run on
FPGASs. Educationa deficits hamper the development of

better development tools for better acceptance. We urgently need (1) Reconfigurable Computing education
and training for the entire CSand IT community. and (2) to update CS curricula by atwin paradigm zipper
strategy throughout entire course programs. RC should be established as a vehicle for fascinating learning
for the manycore future [40] and to reverse the CS enrolment down trend. The potential performance gains

and massive reductions of equipment cost and energy VN principles are fundamentally wrong,

gg?génmggggt%i?;are by far too high to pass up such since data processing targets data
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