
  

  

Chapter 18 

The Paramountcy of Reconfigurable Computing 

 
Reiner Hartenstein 

 

Abstract. Computers are very important for all of us. But brute force disruptive architectural developments 

in industry and threatening unaffordable operation cost by excessive power consumption are a massive fu-

ture survival problem for our existing cyber infrastructures, which we must not surrender. The progress of 

performance in high performance computing (HPC) has stalled because of the „programming wall“ caused 

by lacking scalability of parallelism. This chapter shows that Reconfigurable Computing is the silver bullet 

to obtain massively better energy efficiency as well as much better performance, also by the upcoming 

methodology of HPRC (high performance reconfigurable computing). We need a massive campaign for 

migration of software over to configware. Also because of the multicore parallelism dilemma, we anyway 

need to redefine programmer education. The impact is a fascinating challenge to reach new horizons of re-

search in computer science. We need a new generation of talented innovative scientists and engineers to 

start the beginning second history of computing. This paper introduces a new world model.. 

19.1  Introduction 

In Reconfigurable Computing, e. g. by FPGA (Table 15), practically everything can be implemented which 

is running on traditional computing platforms. For instance, recently the historical Cray 1 supercomputer 

has been reproduced cycle-accurate binary-compatible using a single Xilinx Spartan-3E 1600 development 

board running at 33 MHz (the original Cray ran at 80 MHz) 1. Reconfigurable Computing is the paramount 

issue for continuing the progress of computing performance and for the survival of world-wide computing 

infrastructures. Section 19.2 of this chapter stresses, that all our computer-based infrastructures worldwide 

are extremely important3, also for avoiding a massive crisis of the global and local economy. Section 

19.3.1 warns of the future unaffordability of the electricity consumption of the entirety of all computers 

worldwide, visible and embedded and, that low power circuit design5
-
8 and other traditional „green compu-

ting“9
-11

, although important and welcome, are by far not sufficient to guarantee affordability and not at all 

to support further progress for future applications of high performance computing. Thousands of books 

have been published about world economy, energy, CO2, climate, survival on the globe, water, food, 

health, etc. Hundreds of them are about peak oil. I have listed just a few of them
17-95

. 

 

In contrast to the currently still dominant von Neumann (vN) machine, Reconfigurable Compu-

ting
96-99

 (RC), the second RAM-based machine paradigm, introduced in section 19.4, offers a 

drastic reduction of the electric energy budget and speedup factors by up to several orders of 

magnitude - compared to using the von Neumann paradigm, now beginning to loose its domi-
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nance
100-101

. Sections 19.5.4 and 19.6.2 stress the urgency of moving RC from niche to main-

stream and urges, that we need a worldwide mass movement of a larger format than that of the 

VLSI design revolution around 1980, where only an urgently needed designer population has 

been missing 
102-114

. This time a properly qualified programmer population is missing. But we 

need to push the envelope into two different directions. The VLSI design revolution has been the 

most effective project in the modern history of computing. But this time we need even more. A 

dual rail effort (section 19.6) is needed for simultaneously developing the scene toward parallel 

programming for manycore architectures and to structural programming for reconfigurable com-

puting (RC), as well as heterogeneous systems including the cooperation of both paradigms. 

Currently the dominance of the basic computing paradigm is gradually wearing off (see section 

19.4) with the growth of the area of Reconfigurable Computing (RC) applications - bringing pro-

found changes to the practice of scientific computing, cyber physical systems (CPS) and ubiqui-

tous embedded systems, as well as new promises of disruptive new horizons for affordable very 

high performance computing. Due to RC also the desk-top personal supercomputer is near. To 

obtain the payoff from RC we need a new understanding of computing and supercomputing, as 

well as of the use of accelerators (section 19.6.3). For bridging the translational gap, the software 

/ configware chasm, we need to think outside the box3. 

19.2 Why Computers are Important 

Computers are very important for all of us. By many millions of people around the world com-

puters are used everywhere. Typical orders of magnitude in the computer application landscape 

are: hundreds of applications, consisting of ten-thousands of programs, with millions of lines of 

code, having been developed by expenditure of thousands of man-years investment volumes up to 

billions of dollars3. We must maintain these important infrastructures. Wiki “Answers pages” 

nicely tell us, why computers running this legacy software are indispensable in the world115. The 

Computer is an electronic device used in almost every field even where it is most unexpected
117

. 

Now we cannot imagine a world without computers. These days‘ computers are the tools for not 

only engineers and scientists but also they are used by many millions of people around the world.  

The computer has become very important nowadays not only because it is accurate, fast and can 

accomplish many tasks easily. Otherwise to complete many tasks manually much more time is 

required (Fig. 1). It can do very big calculations in just a fraction of a second. Moreover it can 

store huge amount of data in it. We also get information on many different aspects using internet 

on our computer. But there are more reasons, why computers are important. Many more different 

kinds of local or even worldwide infrastructures will be controlled by networks of computers
117

. 

Here computer crashes or software crashes may cause widely spread disasters by domino ef-

fects
89-95. In his novel Hermann Maurer depicts the worldwide total chaos caused by a network 

crash in the year 2080 where millions of people die and the life of billions is threatened
90-91. A 

thrilling novel? Yes, but also a textbook about possible solutions. 

BANKS use computers to keep record of all transactions and other calculations. It provides 

speed, convenience, security. Communication is another important aspect, very easy through in-

ternet and E-mail. Computer communicates by telephone lines and wireless. Through E-mail we 

can send messages to anybody in any part of the world in just a second while if we write letter 
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then it will reach in some days. So the internet has made the earth a global village and above all 

saves time. This would not be possible without computers. Internet helps to find information on 

every topic. It‘s the easiest and fastest way of research. Computer network makes the user capable 

of accessing remote programs and databases of same or different organizations. Without comput-

ers we also would not have any automated teller machines (ATM).  

Business. Computers have now become an integral part of corporate life. They can do business 

transactions very easily and accurately and keep the record of all the profit and loss. Today com-

puters can be found in every store, supermarkets, restaurants, offices etc. special software is used 

in these computers to calculate the huge bills within seconds. One can buy and sell things online, 

bills and taxes can be paid online and can also predict the future of business using artificial intel-

ligence software. It also plays a very important role in the stock markets.  

Business Information Systems. For the economy: business information systems are as essential 

as materials, energy and traffic. Without business information systems the economy would be ex-

tremely ineffective and inefficient. Business information systems are essential for globalization. 

Their significance for each enterprise: improving the productivity of the business processes (= ra-

tionalization), mastering complexity and volume, making information available fast and every-

where: for any operations, for decisions, as well as strategically for entrepreneurial planning on 

the creation of new business opportunities, i. e. by e-business. If automobile manufacturers would 

not have PPC systems (product planning & control system), cars could not be manufactured in 

desired wide variety. It would be like at the early times of Henry Ford, who said: cars can be de-

livered in any color, provided it is black. 

Biological And Medical Science. Dagnostics of diseases and also treatments can be proposed 

with the help of computer. Many machines use computers which allows the doctor to view the 

different organs of our body like lungs, heart, kidneys etc. There is special software which helps 

the doctor during the surgery.  

Education. Today the computer has become an important part of one's education because we are 

using computers in every field and without the knowledge of computer we cannot get a job and 

perform well in it. So computers can secure better jobs prospects. Knowledge about computer is 

must in this time. 

Media. Almost every type of editing and audio- visual compositions can be made by using spe-

cial software especially made for this purpose. Some software can even make three dimensional 

figures which are mostly used in the cartoon films. Special effects for action and science fiction 

movies are also created on computer.  

Travel And Ticketing. Computers do all the work of plane and train reservation. It shows the da-

ta for vacant and reserved seats and also saves the record for reservation. Let us imagine, 

Lufthansa would handle reservations like in 1960 (Fig. 1). To-day they could not handle their 

flight operations by this method. 

Weather Predictions are possible by experts using supercomputers: another important applica-

tion. 
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Sports. It is also used for umpiring decisions. Many times the umpire has to go for the decision of 

a third umpire where the recording is seen again on computer and finally reaches to the accurate 

and fair decision. Simulation software allows the sportsman to practice and improve his skills.  

Car Safety. Here the ultimate goal is a zero-fatality vehicle. Auto companies use computers for 

crash simulations to figure out how to build safer cars. GM, Ford, Honda, Mercedes Benz and 

other companies use this technology
119

. For computer simulations, such as one vehicle crashing 

into another, carmakers have the supercomputing power in-house. It has been publicly demon-

strated that even a complex simulation of a full crash test with 1 million elements can take just 

five minutes to render using a cluster of Intel Xeon 5500 processors
119

. The latest HPC technolo-

gy has enabled GM to move to an interactive design process for the entire vehicle, and run a sim-

ulation with up to four million elements. American Honda has more than 3000 processors devoted 

to crash analysis
119

. Mercedes-Benz is now running approximately 5,000 crash simulations for 

every new vehicle design. The ultimate goal is a zero-fatality vehicle. More sophisticated tech-

nology should help make much safer cars a reality in the not too distant future
119

.  

Other HPC applications. HPC is pervasive enough so that it is used today not just by govern-

ment and university researchers but to design products ranging from cars and planes to golf clubs, 

microwave ovens, animated films, potato chips, diapers and many other products.  

Cyber Physical Systems (CPS) are computers or computer networks ready for real-time re-

sponse, directly coupled to biological organisms or systems, to sensor networks, to organizations, 

or to technical networks and much more. Figure 2 lists some CPS application examples. 

Daily Life. Computers are everywhere. We operate washing machines, microwave oven and 

many other products using software. Moreover we can store all the information about our im-

portant work, appointments schedules and list of contacts. Computers are playing a very im-

portant role in our lives. We cannot imagine the world without computers. And this technology is 

advancing in both, industry and home. It is creating new mass markets by a variety of wireless 

smart portable devices
121

. It is necessary for everyone to have some basic computing knowledge. 

Otherwise he cannot get a job as computers have invaded almost all the fields. 

Survival risk of mainframe software. Tracing their roots back to IBM's System/360 from the 

60ies mainframes became popular in banking, insurance, and other industries. Quite a number of 

companies still employ older mainframes with 3270 terminal emulator and Disk Operating Sys-

tem (DOS)
122

. Representing cutting-edge technology when the oldest Baby Boomers were still 

teenagers, mainframe survival is in danger because of recruiting problems. 

Riscs of Domino Effects. The computer-based worldwide interconnectedness of all areas of life 

is highly risky. For instance public power supply infrastructures are computer-controlled by intel-

ligent networks, so that any local malfunction can trigger cross-border blackouts, causing widely 

spread breakdowns: employees do not reach their workplace, subcontracted supply does not reach 

the assembly line, perishable goods do not reach their destination and/or cannot be cooled, etc. 

Highly vulnerable are also all our communication infrastructures. For instance, blackouts have a 

lot of follow-up problems: phones and even cell phones do not work. Due to highly complex 

global interconnectedness a minor bug may cause by chains of reactions a huge disaster. The 

World Economic Forum (WEF) comes to the conclusion
89

, that by a wide variety of reasons such 
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riscs have a very high probability (Fig. 3). Our computer-controlled economic and technical infra-

structures have reached such an enormous complexity that we hardly can estimate all possible 

domino effects. 

19.2.1  Computing for Sustainable Environment 

 

Computing for the Future of the Planet is more and more important for us because computing 

(computers, communications, applications) will make a major and crucial contribution to ensuring 

a sustainable future for society and the planet. The “Power Down for the Planet” challenge is a 

national competition to fight global warming by pledging to reduce the amount of energy used by 

computers on campus and elsewhere. Also here computers are important: computing for our sus-

tainable environment is important for preserving our civilization, for avoiding its collapse
17-95

. 

The goal of Green Computing is simple
123

: reduction in the use of harmful materials, maximize 

energy efficiency, and promote recyclability. Green Computing
348

 is the science of efficient and 

effective designing, manufacturing, using, disposing, and recycling of computers and computer 

related products (servers, networks, peripherals, etc.), also by creating technologies helping re-

duce harmful impact on the environment and to preserve natural resources. Wasting energy is 

costly and leading to a climatic change from burning coal and oil. 

With the major goal to minimize the carbon footprint of computing
130

 „Green IT” consists of 3 

parts: 1) designing products that are less polluting, less energy-consuming and easier to recycle, 

2) more efficient data centres, 3) innovative projects that will enable, via IT contributions, the 

building of a more sustainable world. Green IT supports smart measuring the energy consumption 

of housing, public buildings and other facilities, in order to be able to optimize the use of energy 

(smart meters)
128

. Green IT also supports education of the data centre operators on enhanced en-

ergy optimization (green data centers9
-11

) - Use of telecommuting and teleconferencing in order to 

reduce travel requirements. - Installation of web sites offering better information on carpooling or 

public transport possibilities in order to reduce the traffic on our roads. Optimization of road traf-

fic and transport logistics. Andy Hopper even sees four levels
132

 at which innovation-driven de-

velopments in computing being effective: 1) Simulation and modelling are important tools which 

will help predict global warming and its effects. Much more powerful computing systems, are re-

quired to make the predictions better, more accurate, and relevant. 2) The amount of infrastruc-

ture making up the digital world is continuing to grow rapidly and starting to consume significant 

energy resources.  3) Computing will play a key part in optimizing use of resources in the physi-

cal world. 4) We are experiencing a shift to the digital world in our daily lives as witnessed by the 

wide scale adoption of the world wide web. Let me add a fifth level: 5) To help generate momen-

tum and achieve these goals, it is important that a coordinated set of challenging international 

projects are investigated. 

The World Economic Forum proposed to help existing institutions by IT networking to enable ex-

isting institutions to unleash public value, catalyzing initiatives and unleashing human capital in 

the world
135

. Klaus Schwab: "Our existing global institutions require extensive rewiring to con-

front contemporary challenges in an effective, inclusive and sustainable way." Organizations like 

UN, GATT, G8 and G20 are becoming increasing inept at fixing what ails the world: goals of 
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economic growth, climate protection, poverty eradication, conflict avoidance, human security and 

promotion of shared values. The topics are the three Rs: Rethink, Redesign and Rebuild
134

. 

The Forum's "Global Redesign Initiative" report notes
136

 „how the digital world has brought 

about cross-border integration by new technologies enabling virtual interaction have created a 

world that is much more complex and more bottom-up than top-down." The world has become 

economically, politically and environmentally more interdependent - without a new set of interna-

tional bureaucracies piled on the existing ones. It has been argued for a global system with graph-

ic visualization tools to measure success, for a complete redesign the global legal system, for a 

global vaccine protocol, global intellectual property system, global risk management, etc. This 

means taking a Wikinomics approach -- embracing more agile structures enabled by global net-

works for new kinds of collaboration such, that do not need a new set of international bureaucra-

cies piled on the existing ones. 

Governments need to launch a new paradigm to involve the citizens of the world through mass 

collaboration by a new medium of communications including tools like digital brainstorms and 

town hall meetings: decision-making initiatives like citizen juries and deliberative polling; execu-

tion tools like policy wikis and social networks within government and evaluation programs. This 

initiative demonstrates how important to reinvent computing and the growth of IT and the internet 

is for broad engineering issues insuring sustainability issues of the world like smart energy pro-

duction and distribution, intelligent water management, strengthening welfare, dealing with age-

ing and young population - mitigating riscs
138

. 

 19.3  Performance Progress stalled 

Not only disruptive architectural developments in industry stall further progress of IT with respect 

to energy-inefficiency and performance improvements. Unaffordable operation cost by excessive 

power consumption are a massive future survival problem for existing cyber infrastructures, 

which we must not surrender. Because of the inevitable manycore architecture contemporary 

computer systems are in an all-dominant programmability crisis. The progress of performance is 

massively stalled because of this „programming wall“ caused by lacking scalability of parallelism 

and an ubiquitous programmer productivity gap
139,140,143

. Later in this chapter we show that recon-

figurability is the silver bullet to obtain massively better energy efficiency as well as much better 

performance by the upcoming heterogeneous methodology of HPRC (high performance reconfig-

urable computing). We also believe in the need for a massive campaign for migration of software 

over to configware. Also because of the multicore parallelism dilemma, we anyway need to rein-

vent programmer education
146

. The impact is a fascinating challenge to reach new horizons of re-

search in computer science. We need a new generation of talented innovative scientists and engi-

neers to start the beginning second history of computing. This chapter discusses its new world 

model. 

19.3.1  Unaffordable Energy Consumption of Computing 

The future of our world-wide total computing ecosystem is facing a mind-blowing and growing 

electricity consumption, together with a trend toward growing cost and shrinking availability of 

energy sources. The electricity consumption by the internet alone causes more Greenhouse Gas 
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emission than the world-wide air traffic. Will The Internet Break?
89-91,147

 Consumer broadband 

connections in North America, Mexico and Western Europe have reached 155 millions by the end 

of 2007 and are predicted to reach 228 millions 4 years after 2007. The network if the internet is 

being stressed more than ever with new technologies and larger e-mails, and the trend will accel-

erate. An explosion in services integrating video and software will intensify by increasing popu-

larity of games, massive use of video on demand, high-definition video and pay-TV to the living 

room, as well as by newer services by mobile phone companies. and multiple connected PCs
148 

and devices using connections
147

. The internet service providers need to be able to assess how 

much more bandwidth will be required and how much headroom they have.  

It has been predicted that by the year 2030, if current trends continue, worldwide electricity con-

sumption by ICT infrastructures will grow by a factor of 30
153

, reaching much more than the cur-

rent total electricity consumption of the entire world for everything, not just for computing. The 

trends are illustrated by an expanding wireless internet, and by a growing number of internet us-

ers. as well as with tendencies toward more video on demand, HDTV over the internet, shipping 

electronic books, efforts toward more cloud computing
155

 and many other services. Other estima-

tions claim, that already now the greenhouse gas emission from power plants generating the elec-

tricity needed to run the internet is higher than that of the total world-wide air traffic. For more 

predictions see
156.158

. 

Already for to-day’s petascale (1015 calculations/second) supercomputer systems with the annual 

power and cooling cost exceeding the acquisition cost of servers, the power consumption has be-

come the leading design constraint
149

. Extrapolating from today's petascale systems to future ex-

ascale machines (1018 calculations/second, a processing capability close to that of the human 

brain
152

), the overall power consumption is estimated to be on the order of 10 GW
149,152

y, twice 

the power budget of New York City with a population of 16 millions (an earlier estimation for 

one system is 120 MW
151

). The electricity bill is a key issue not only for Google, Microsoft, Ya-

hoo and Amazon with their huge data farms at Columbia River
125

 (Fig. 4). That’s why Google re-

cently submitted an application asking the Federal Energy Regulatory Commission for the author-

ity to sell electricity
160

, and has a patent for water-based data centers, using the ocean to provide 

cooling and power (using the motion of ocean surface waves to create electricity: Fig. 5)
162

. Al-

ready in the near future the electricity bill of most facilities will here be substantially higher than 

the value of their equipment
163

. Already in 2005, Google’s electricity bill was with about 50 mil-

lion US-$higher than the value of its equipment. Meanwhile the cost of a data center is deter-

mined solely by the monthly power bill, not by the cost of hardware or maintenance
164

. Google’s 

employee L. A. Barroso said
165

: „The possibility of computer equipment power consumption spi-

raling out of control could have serious consequences for the overall affordability of computing.“ 

Rapidly growing energy prices are predicted since the oil production has reached its peak by 

about the year 2009
167-169

. Already currently 80% of crude oil is coming from decline fields (Fig. 

6). However, the demand is growing because of developing standards of living in China, India, 

Brazil, Mexico and newly industrializing countries. The world Energy Council estimates, that the 

demand will double until the year 2050
170

. We need at least “six more Saudi Arabias for the de-

mand predicted already for 2030“ (Fatih Birol, Chief Economist IEA
171

). I believe, that these pre-

dictions do not yet consider the rapidly growing electricity consumption of computers. Maybe, we 

will need 10 more Saudi Arabias. About 50% of the shrinking oil reserves are under water
173

. In 
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consequence of the Gulf of Mexico oil spill not all deepwater explorations will be allowed, insur-

ance rates rise, and the crude oil prices will go further up (Fig. 7). Transitions from carbon fuels 

to renewables cannot completely fill the gap within at least two decades. This will cause a mas-

sive future survival problem for running our cyber infrastructures, which we must not surrender 

because this is an important global economy issue. Or, should we dig more coal
174

? It makes 

sense, to measure computing performance not just by MIPS (million instructions per second), but 

by MIPS/watt or FLOPS/watt instead
175

. 

19.3.2  Crashing into the Programming Wall 

For 40 years, semiconductor technology has followed Moore’s Law. Until about 2004 we ob-

tained better performance by just waiting for the next generation microprocessor with higher 

clock speed. Because of this free ride on Gordon Moore’s law the improvement of software per-

formance has been the successful job of hardware designers. This development ended, when the 

microprocessor industry changed strategy from a single CPU on a chip to manycore by increasing 

the number of on-chip processor cores instead of growing clock frequency. The “golden” CMOS 

era is gone
140.

 Technology scaling does not deliver anymore significant performance speedup and 

increasing power density poses severe limitations. High performance is no more the job of hard-

ware designers. We hit the „programming wall“ since high performance now requires rare paral-

lel programming skills
140,176

. Great challenges for RC provide the answer
140,143

. 

This „programming wall“
178

 we know from supercomputing is not new. The dead supercomputer 

society list
180

 demonstrates, that almost all much earlier supercomputing projects and start-ups 

failed, since parallel programming has been required, which crashed into the parallel program-

ming wall. This list is not even complete. More dead projects are listed elsewhere
181

. Even to-day 

the vast majority of HPC or supercomputing applications was originally written for a single pro-

cessor with direct access to main memory. But the first petascale supercomputers employ more 

than 100,000 processor cores each, and distributed memory. Three real-world applications have 

broken the petaflop barrier (1015 calculations/second) (Jaguar at ORNL)
178

. A slightly larger num-

ber have surpassed 100 teraflops (100 x 1012 calculations/second), mostly on IBM and Cray
178

. 

The scene hopes, that dozens of applications are inherently parallel enough to be laboriously de-

composed, sliced and diced, for mapping onto such highly parallel computers. But a large number 

of applications is only modestly scalable. More than 50% of the codes do not scale beyond eight 

cores, only about 6% can exploit more than 128 PE, still a tiny fraction of 100,000 or more avail-

able cores
178

. 

A very important issue is saving energy
14,182

. But multicore processors tend to have tuned-down 

speeds. Down from 3 to 4 GHz (single-core) each core meanwhile runs at about half that speed. 

Some HPC or supercomputing sites report that some of their applications were running more 

slowly on their newest HPC system
178

. With almost 70% of this market x86-based intel or AMD 

processors are dominant (in 2009). But, multiplied collective peak performance comes without 

corresponding increases in NoC bandwidth, making it difficult to move data into and out of each 

core fast enough to keep the cores busy
178,183

. We have to rethink not only Amdahl’s law. Adding 

accelerators via a slow PCI bus adds to the problem. Both hardware and software advances are 

urgently needed. 
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We see that massive hardware parallelism from skyrocketing core counts is racing ahead of pro-

gramming paradigms and programmer productivity. This parallel performance “wall” will re-

shape the nature of HPC code design and system usage
140

. The evolutionary path is not addressing 

the fundamental problems. A large number of HPC applications will need revolutionary changes 

to be fundamentally rethought and rewritten within the next five to 10 years by serious algorithm 

development. We’ve seen examples of mathematical models and algorithms that broke when 

pushed beyond. There aren’t enough people with the right kind of brainpower
12,13

. Universities 

should produce more. 

Semiconductor technology has followed Moore’s Law throughout 4 decades. But continuing that 

pattern will require not only a breakthrough in energy-efficient design. With a very high probabil-

ity we will be forced to seek an entirely new paradigm
186

. This crisis and its key issues such as 

software scalability, memory, IO, and storage bandwidth, and system resiliency stems from the 

fact that processing power is outpacing the capabilities of all the surrounding technologies. 
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Fig. 1. Beyond Peak Oil: massively declining future crude oil production [22].  

2.1.1 Green Computing: important, but limited 

Green Computing tends to use conservative methods to save energy by more efficient modules and 

components. For example LED flat panel displays need much less power than LCD-based displays. Also 

much more power-efficient power supply modules are possible. The potential to save power is substantially 

less than an order of magnitude: maybe, a factor of about 3 to 5. A scene separate from Green Computing is 

Low Power Circuit Design, now also called Low Power System on Chip Design (LPSoCD). Its most im-

portant conference series are about 30 years old: the PATMOS (oldest) and the ISLPED conference series. 

Several methods are known for LPSoCD, such as: Active Body Bias (ABB), Adaptive Voltage Scaling 

(AVS), Dynamic Voltage Scaling (DVS), Multiple Supply Voltages (MSV), Multi-Threshold CMOS 

(MTCMOS), Power Gating (PG), Power Gating with Retention (RPG), etc. [16]. However, the order of 

magnitude of the benefit to be expected from this subarea LPSoCD is rather low. By MSV in using 3 Vdds 

the power reduction ratio at best is about 0.4 [16]. LPSoCD is a matter of ASIC design, e. g. of hardwired 
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accelerator design. Only 3 % of all design starts are ASIC designs (Fig. 2) with a trend leading further 

down. But in fact, low power design is also used for developing better power-efficient FPGAs - to the bene-

fit of Reconfigurable Computing. But we need a much higher potential of saving energy because “Energy 

cost may overtake IT equipment cost in the near future” [9]. “Green Computing has become an industry-

wide issue: incremental improvements are on track” [23], But “we may ultimately need revolutionary new 

solutions.” [25] Let me correct this statement by “we will ultimately also need revolutionary solutions (like 

reconfigurable computing), since we need much higher efficiency.”  

 

Fig. 2. FPGA to ASIC design start ratio..  

2.1.2 Massively Saving Energy by RC 

The idea of saving energy by using Reconfigurable Computing is not new [26, 27]. Being very im-

portant to massively reduce the energy consumption of computing, by up to several orders of magnitude, 

Reconfigurable Computing is extremely important for the survival of the world economy. Already a partial 

paradigm shift promises to save electricity by orders of magnitude. Dozens of papers (ref. in [28]) have 

been published on speed-ups obtained by migrating applications from software running on a CPU, over to 

configware for programming FPGAs [28]. It has been reported already more than a decade ago, that for a 

given feature size, microprocessors using traditional compilers have been up to 500 times more power hun-

gry than a pure hardware mapping of an algorithm in silicon [27] (Fig. 3). Speedup factors up to 4 orders of 

magnitude have been reported from software to FPGA migrations [26-49]. Here the energy saving factor is 

roughly about 10% of the speedup factor, i.e., still up to >3 orders of magnitude. 

Fig. 4 shows a few speedup factors picked up from literature, reporting a factor of 7.6 in accelerating ra-

diosity calculations [46], a factor of 10 for FFT (fast Fourier transform), a speedup factor of 35 in traffic 

simulations [47]. A speedup by a factor of 304 is reported for an R/T spectrum analyzer [48]. For digital 

signal processing and wireless communication, as well as image processing and multimedia, speed-ups by 2 

to almost 4 orders of magnitude have been reported. In the DSP area for MAC operations a speedup factor 

of 100 has been reported compared to the fastest DSP on the market (2004) [49]. Already in 1997, a 

speedup between 7 and 46 has been obtained over the fastest DSP [26]. In the multimedia area we find fac-

tors ranging from 60 to 90 in video rate stereo vision [34] and from 60 to 90 in real-time face detection 

[35], and of 457 for hyperspectral image compression [36]. In communication technology we find a 

speedup by 750 for UAV radar electronics [37]. For cryptography speed-ups by 3 to >5 orders of magni-

tude have been obtained. For a commercially available Lanman/NTLM Key Recovery Server [50] a 

speedup of 50 - 70 is reported. Another cryptology application reports a factor of 1305. More recently for 

DES braking a speed-up by x 28514 has been reported [51] (Table 1). 
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Fig. 3. Better power efficiency by accelerators..  

Table 1. Recent speed-up / power save data from software to configware migration [51].  

 

For Bioinformatics applications [52] (also see [29]) speed-ups have been obtained by 2 to 4 orders of 

magnitude. Compared to software implementations sensational speed-up factors have been reported for 

software to FPGA migrations. A speedup of up to 30 has been shown in protein identification [30], by 133 

[31] and up to 500 [32] in genome analysis. The Smith-Waterman algorithm, which is used for protein and 

gene sequence alignment, is basically a string-matching operation that requires a lot of computational pow-

er [52]. Here another study demonstrates speedups of 100x using Xilinx Virtex-4 hardware matched against 

a 2.2 GHz Opteron [53]. A speedup by 288 has been obtained with Smith-Waterman at the National Cancer 

Institute [33]. More recently a speed-up higher by more than an order of magnitude has been obtained here 

[45]. The CHREC project (supported by 24 industry partners [54]) reports running Smith-Waterman on a 

Novo-G supercomputer, a cluster of 24 Linux servers, each housing four Altera Stratix-III E260 FPGAs. 

According to this CHREC study, a four-FPGA node ran 2,665 times faster than a single 2.4 GHz Opteron 

core [55]. Another Smith-Waterman DNA sequencing application that would take 2.5 years on one 2.2 

GHz Opteron is reported to take only 6 weeks for 150 Opterons running in parallel. Using 150 FPGAs on 

NRL’s Cray XD1 (speedup by 43) is reported to further reduce this time to 24 hours, which means a total 

speedup of 7,350X over a single Opteron [42]. These are just a few examples from a wide range of publica-

tions [29-51] reporting substantial speedups by FPGAs. 
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Fig. 4.  Speed-up factors.  

Recently not only energy saving factors have been reported, roughly one order of magnitude lower than 

the speed-up. More recently has been reported [51] for DES breaking (a crypto application): 28,500 (speed-

up) vs. 3439 (saving energy) and for DNA sequencing 8723 (speed-up) vs. 779 (saving energy) etc. (Table 

1). This paper also reports factors for saving equipment cost (up to x96) and equipment size (up to 1,116, 

see Table 1). No hangar full of equipment is needed when FPGAs are used in Scientific Computing. The 

Pervasiveness of FPGAs is not limited to embedded systems, but is also spread over practically all areas of 

scientific computing, where high performance is required and access to a supercomputing center is not 

available or not affordable. The desk-top supercomputer is near.  

2.1.3 A Mass Movement needed as soon as possible 

This subsection emphasizes that RC is a critical survival issue for computing-supported infrastructures 

worldwide and stresses the urgency of moving RC from niche to mainstream. It urges acceptance of the 

massive challenge of reinventing computing, away from its currently obsolete CPU-processor-centric Aris-

totelian CS world model, over to a twin-paradigm Copernican model. A massive software to configware 

migration campaign is needed. First this requires clever planning to optimize the effort versus its expected 

results. Which software packets should be migrated first. All this requires massive R&D and education ef-

forts taking many years. Lobbying for the massive funding should be started right now. We should address 

politicians at all levels: community level, state level, national level, and European Union level.  

To explain all this to politicians is very difficult. Since politicians always watch the sentiment of their 

voter population, we efficiently have to teach the public, which is a challenge. Without a strong tailwind 

from the media a successful lobbying seems to be almost successless. All this has to be completed as soon 

as possible, as long as we can still afford such a campaign. To succeed with such a challenging educational 

campaign the foundation of a consortium is needed for running an at least Europe-wide project. 
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2.2 Reconfigurable Computing 

This section introduces a flavor of Reconfigurable Computing, its history, its more recent developments 

and, the massive impact on the efficiency of computing it promises. It is not easy to write this section such 

that it may be (almost) readable for non-experts - like the booklet „FPGAs for Dummies“ which may help a 

little bit [56]. A Classical application for reconfigurable computing subsystems is the use as an accelerator 

to support the CPU (“central processing unit”). According to the state of the art in the 90’s, having been the 

tail wagging the dog, this typically was and is a non-von-Neumann accelerator [57]. But we have to distin-

guish two kinds of such accelerators: made from hardwired logic or from field-programmable logic. These 

two kinds are distinguished by binding time of their functionality: (1) before fabrication for fixed logic or 

hardwired logic devices (HWD) vs. (2) after fabrication for (field-)programmable logic devices (PLD). The 

term “field-programmable” indicates, that by reconfiguration the functionality can be changed also at the 

users site by receiving new configuration code: from some memory, or, even over the internet. 

First field-programmable blocks from the early 80’s have been so-called FPLAs featuring very area-

efficient layout similar as known from ePROM memory for the price of being able to compute only Boole-

an functions in sum-of-product form. Very high speed-up could be obtained by matching hundreds of bool-

ean expressions within a single clock cycle instead of computing them sequentially by a microprocessor. 

Together with a reconfigurable address generator [58] this brought a speed-up by factor up to 15,000 [59-

63] for a grid-based design rule checker - already in the early 80’s. Via the multi project chip organization 

of the E.I.S. project such a FPLA (which was called DPLA) has been manufactured on a multi-project chip 

of the multi university E.I.S. project: the German contribution to the Mead-&-Conway VLSI design revolu-

tion. This DPLA has the capacity of 256 first FPGAs (field-programmable gate array) just appearing on the 

market (by Xilinx in 1984). This again demonstrates the massive area-inefficiency of FPGAs contributing 

to the Reconfigurable Computing Paradox (see section 2.3.2) and the very early high speed-ups (Fig. 4).  

The usual acronyms (Table 2) FPLA and FPGA are highly confusing being really not intuitive. From the 

straight-forward language feeling there does not seem to be any difference between “logic” in logic array 

(LA) and “gate” in Gate Array (GA). What is really different with FPGAs? In fact, FPGAs feature much 

more flexibility by introducing CLBs and routable wiring fabrics for interconnect between CLBs (Fig. 5). 

In contrast to FPLAs, the CLB in FPGAs allows for instance to select one of 16 logic functions from simple 

LUTs (look-up tables, Fig. 6). However, PLAs [64,65] are not routable and allow only to implement Bool-

ean functions in sum-of-product form. 
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Table 2. List of acronyms. 

 

Beyond such fine grained reconfigurability the progress of Moore’s law leads to higher abstraction lev-

els with „coarse-grained reconfigurability“ featuring also CFBs (configurable function blocks), which may 

be adders, multipliers and/or many other functions. The next step is coarse-grained “platform FPGAs”, 

which also include one or several microprocessors, like the PowerPC in earlier platform FPGAs from Xil-

inx. 

 

Fig. 5. Interconnect fabrics example of a routable GA; grey line: example of one routed wire connecting 2 CLBs with 

each other..  
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Fig. 6. LUT example.  

2.2.1 Embedded Systems vs. Supercomputing  

A growing trend is the use of FPGAs in embedded systems: ERC (Embedded Reconfigurable Compu-

ting). Originally there has been a feeling that FPGAs are too slow, power-hungry and expensive for many 

embedded applications. This has changed. With low power and a wide range of small packages, particular 

FPGAs can be found in the latest handheld portable devices, including smartphones, eBooks, cameras, 

medical devices, industrial scanners, military radios, etc. 

But embedded designers just don’t like FPGAs with CPUs inside [66]. FPGAs in this context have been 

very much seen as a hardware engineer’s domain, with the softies allowed in to play at some late stage 

[67]. Xilinx pre-announced a new family of devices “going beyond the FPGA”. This “Extensible Pro-

gramming Platform (EPP)” has a hardwired area with a top-end twin-core ARM Cortex-A9M processor 

unit and with a NEON multimedia processor, memory interfacing, peripherals, and a programmable fabric 

[67]. Instead of communicating across an FPGA, the two processors are connected by 2,500 wires, provid-

ing much capacity for an AMBA-AXI bus and other communications protocols. Xilinx was stressing that 

this approach recognizes the increasingly dominant role of software in systems and is pushing EPPs as a 

way to first define the system in software and then carry out software and hardware design in parallel. 

EPPs make the processor the centre of the device with the programmable fabric as an extra. And this, 

argues Xilinx, now puts the software engineer first with the hardies following behind. In EPPs the FPGA 

logic and the CPU will be programmable separately. FPGA configuration will be handled by the proces-

sor(s) directly, not by a serial ROM. In other words, you have to tell the FPGA you want it configured. 

That’s very un-FPGA-like [66]. That’s EPP-like. The approach of using both a processor and programma-

ble fabric allows design to start at high level and the system to be implemented as software [67]. 

Xilinx’s first attempt at this was an FPGA with a processor inside. This time around, it’s a processor 

with an FPGA grafted on. That’s not just semantic hair-splitting: it’s the big difference between these chips 

and the old ones. The new chips will boot up and run just like normal microprocessors, meaning there’s no 

FPGA configuration required at all [68]. 



16  

EPPs are a result of the new research topic Network-on-Chip (NoC) [69], which is a new paradigm for 

designing the on-chip hardware communication architecture based on a communication fabric, also includ-

ing on-chip routers. NoC CAD tool flows also support mapping applications into NoC.  

Apart from ERC (Embedded Reconfigurable Computing) we have another reconfigurable computing 

scene: HPRC (High Performance Reconfigurable Computing), This last is a relatively new area, but has at-

tracted a lot of interest in recent years, so much so that this entire new phrase has been coined to describe it 

[71]. HPRC uses FPGAs as accelerators for supercomputers [72]. Large HPC vendors are already supply-

ing machines with FPGAs ready-fitted, or have FPGAs in their product roadmaps. What are the benefits of 

using FPGAs in HPC? Also here the first and most obvious answer is performance. HPC is renowned as 

that area of computing where current machine performance is never enough. A problem yet to be solved 

here is programmer productivity [78-80]. It is an educational challenge, that programmers with the needed 

mix of skills are hardly available. Will FPGAs have a tough road ahead in HPC?    

2.2.2 The Reconfigurable Computing Paradox  

Technologically FPGAs are much less efficient than microprocessors [68, 70]. The clock speed is sub-

stantially lower. The routable reconfigurable wiring fabrics causes a massive wiring area overhead. There is 

also massive other overhead: reconfigurability overhead, since of 200 transistors e. g. maybe about 5 or 

even less of them (Fig. 9 in [70]) serve the application, whereas the other 195 are needed for reconfigurabil-

ity (Fig. 6). Often there is also routing congestion, so that not all CLBs can be used, what causes further 

degradation of efficiency. Software to configware migration yield massive improvements in speed and 

power consumption, although FPGAs are a dramatically worse technology. We call this the “Reconfigura-

ble Computing Paradox”. by orders of magnitude better performance with a drastically worse technology? 

What is the reason? It’s the von Neumann paradigm’s fault. The next subsection goes into details. 

2.2.3 Why von Neumann is so inefficient 

The von Neumann paradigm has been criticized often [76-79]. Peter Newman had for 15 years each 

month the highly critical „computers at risk“ back pages of Communications of the ACM [80]. Nathan’s 

law (by Nathan Myhrvold, a former CTO of Microsoft) said that software is a gas, which fills any available 

storage space: on-chip memory, extra semiconductor memory located outside the processor chip, as well as 

hard disks. A lady (I forgot her name) said that it even fills the internet. Nicklaus Wirth’s pre-manycore in-

terpretation of Moore’s law is, that “software is slowing faster than hardware is accelerating” [78]. 

Why is von Neumann so inefficient? It is the von Neumann syndrome [82] caused by the fact, that in-

struction streams are very memory-cycle-hungry. We can distinguish 2 different reasons: algorithmic com-

plexity required by the von Neumann paradigm, and, architectural issues. There are also other attempts to 

explain at least particular symptoms of this syndrome (Fig. 8 [83]) [84]. A well known architectural prob-

lem is the memory wall [85,86] (Fig. 7): the access time to RAM outside the processor chip is slower by a 

factor of about 1000, than to on-chip memory [86]. This difference is growing by 50% every year. It is a 

dramatic software engineering issue, that multiple levels of instruction stream overhead leads to massive 

code sizes which hit the memory wall [86]. However, rDPUs and rDPAs do not suffer from Nathan’s law, 

since at run time no instruction streams are running through.  

How data are moved is a key issue. CPUs usually move data between memories requiring instruction 

streams (first line, Table 3). This means the movement of data is evoked by execution of instructions due to 

the von Neumann paradigm. Also the execution of operations inside a CPU requires reading and decoding 

of instructions (Fig. 8 gives an idea of the overhead of the main components for contemporary CPUs). 
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However, after a full migration to static reconfigurable computing an algorithm is run by data streams only. 

Instead of a hardwired program counter reconfigurable data counters are used which do not require instruc-

tion sequences for address computation.  

 

Fig. 7. von Neumann principles.  

Also, how data are moved inside the data paths is a key issue, and pipe network structures to intercon-

nect rDPUs avoid moving data through memory blocks because data are moved directly from DPU to DPU 

[87]. This means, that operation execution inside a DPU (not having a program counter) is “transport-

triggered” (second line, Table 3). It is triggered via handshake by the arrival of the data item, not needing 

an instruction to call it. Not looking at dynamically reconfigurable systems ([88] only for advanced cours-

es) we see, that reconfigurable fabrics don’t perform any instruction sequencing at run time. 

Table 3. Twin paradigm fundamental terminology.  

 

Beyond such fine grained reconfigurability the progress of Moore’s law leads to higher abstraction lev-

els with „coarse-grained reconfigurability“ featuring also CFBs (configurable function blocks), which may 

be adders, multipliers and/or many other functions. The next step is coarse-grained “platform FPGAs”, 

which also include one or several microprocessors, like the PowerPC in earlier platform FPGAs from Xil-

inx. 

But by a migration sometimes also the amount of data streams may be minimized by changing the algo-

rithm. Here an illustration example for reducing the algorithmic complexity is given by the migration of the 

well-known O(n2) complexity bubble sort algorithm away from von Neumann. The algorithmic complexity 

turns from O(n2) into O(n) [8]. In a similar manner, other well-known algorithmic methods can be trans-

formed to explore parallelism and locality, like in dynamic programming as presented in [88]. The combi-

nation of these effects leads to massive speed-up and massive saving of energy. 
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Fig. 8. All but ALU is overhead: x20 efficiency [83].  

Of course, the data entering or leaving such an array (Fig. 9) have to be stored. The datastream machine 

paradigm uses auto-sequencing Memory blocks (asM). Each asM has a reconfigurable address generator 

and data counter inside. so that no instruction streams are needed for address computation. All this data 

streams can be programmed via data-imperative languages [90], being a kind of sisters of classical instruc-

tion-imperative programming languages. Data-imperative languages are easy to teach since both classes of 

imperative languages use the same primitives (Table 4). But there is one exception: data-imperative lan-

guages also support parallelism inside loops (Table 4). This also contributes to the benefit by reconfigura-

ble computing. The simultaneous use of both classes of languages we call “twin-paradigm approach” (Ta-

ble 5 and Fig. 10). 

 

Fig. 9. Example for data stream processor principles. 

Table 4. imperative language twins: program counter vs. data counters.  
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2.3 Why We Need To Reinvent Computing.  

We cannot afford to relinquish RC. We will urgently need this technology to cope with threatening unaf-

fordable operation cost by excessive power consumption of the entirety of all von Neumann computers 

world-wide. We need to migrate many application packages from software over to configware. This is a 

challenge to reinvent computing to provide the qualifications needed since disruptive developments in in-

dustry have caused the many-core programming crisis. Intel's cancellation the Tejas and Jayhawk proces-

sors indicated in May 2004 the end of frequency scaling’s dominance to improve performance. “Multicore 

computers shift the burden of software performance from VLSI designers over to software developers.” 

[89]. For Gary Smith from GS-EDA the three biggest disruptions are not only (1) many-core silicon, but al-

so (2) non-vN architectures, and (3) parallel software, and the center of gravity shifts from EDA to pro-

gramming (not “software“ how Gary named it [93], compare Table 3 and Fig. 10).  

To use manycore we need to rewrite our software: our biggest problem. RTL verification moves up to 

ESL. EDA Industry and ESA need to merge. Especially for Embedded Software Automation (ESA) we 

need tools to develop parallel software. He calls for an approach of using both, processor and programma-

ble fabric, allows design to start at high level and the system to be implemented as progware (programware, 

see Fig. 10), e. g. with tools like LabView, MatLab, or others. From Xilinx and ARM hardware and soft-

ware IP and tool chains are available useful to speed up time-to-market and reducing risk. It’s easier to take 

advantage of accelerators than to try to integrate and program more processors. 

 

Fig. 10. New CS world model image. 

To rewrite the software the qualified programmer population is not existing: a huge challenge to provide 

new educational approaches to qualify for heterogeneous systems including both, parallel software and con-

figware. This requires much more than just bridging the traditional hardware/software chasm in education 

[91]. We need robust and fast implementations of adequate compilers and design tools, e. g. automated by 

formal techniques based on rewriting [92]. The biggest payoff will come from Putting Old ideas into Prac-

tice and teaching people how to apply them properly [94]. Dimensionality-rooted scaling laws favor recon-

figurable spatial computing over temporal computing. Time to space mapping even dates back to the early 

70’s and even the late 60’s, years before the first hardware description languages came up [91, 95, 96]. 

“The decision box (in the flow chart) turns into a demultiplexer. This is so simple! Why did it take 30 years 

to find out?” [97]. 

The impact is a fascinating challenge to reach new horizons of computer science. We need new genera-

tions of talented innovative scientists and engineers to start the second history of computing.  
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2.3.1 The “parallel programming problem”  

Parallel computer programs are difficult to write: performance is affected by data dependencies, race 

conditions, synchronization, and parallel slowdown. The problem is: how to optimize parallel Computing 

despite Amdahl’s Law? The “parallel programming problem” has been addressed high performance com-

puting for more than 25 years with very disappointing results [100-102]. Programming languages research 

has stalled for several decades [103]. Informal approaches are not working. For the multi-core era, we must 

adopt a systematic approach informed by insight into how programmers think [104].  

I do not agree. We have to teach them how to think. We have to teach programmers how to “think paral-

lel”, how to find concurrent tasks, how to synchronize free from deadlock and race conditions, how to 

schedule tasks at the right granularity, and, how to solve the data locality problem. Perhaps a new visual 

programming paradigm is required [68]. What are the right models (or abstractions) to avoid typical prob-

lems [105]: multi-core version applications running slower, problems with race conditions, and strategies 

for migrating code to multi-core. We see a promising new horizon: a model-based twin-paradigm method-

ology to master the hetero of all 3: Single-core, Multicore, & Reconfigurable Computing. 

We need a different way of thinking. “The shift to multicore processor architectures really is stressing 

existing programming models” said Richard C. Murphy at Sandia aiming at redesigning memory systems 

to move computation as close to memory as possible to eliminate the traditional load-store approach where 

big systems use more resources moving data around than for actually computing [106]. Since Linpack 

doesn't measure performance for actual problems in many application areas, Sandia has proposed Graph500 

as a new rating system for testing skills in analyzing large, graph-based structures that link huge numbers of 

data points [107]. Studies show that moving data around (not computations) will be the dominant energy 

problem.  

2.3.2    Why FPGAs Should Win 

Most ASIC design world-wide has stopped [108]. Only 3% of all design starts are ASIC designs (Fig. 3) 

from mega-funded companies with gigantic-volume products that can afford latest generation custom SoC 

development, and niche players that continue doing ASIC design with older-generation processes. The 

enormous 97% gap can be filled best by hybrid FPGA/hard-core devices - by FPGA companies with the 

required technology and infrastructure to sell and support them. 

“FPGAs have become incredibly capable with respect to handling large amounts of logic, memory, digi-

tal-signal-processor (DSP), fast I/O, and a plethora of other intellectual property (IP)” [109]. At 28-nm, 

FPGAs deliver the equivalent of a 20- to 30-million gate application-specific integrated circuit (ASIC). At 

this size, traditionally used FPGA design tools begin to break down and can no longer design and verify 

these devices in a reasonable amount of time. 

This positions FPGA companies in the best place they’ve ever been - a place from where they could cap-

ture huge segments of the standard parts and ASSP business with semi-standard parts that include FPGA 

fabric for application-specific customization. Instead of today’s still-very-general-purpose FPGAs, we’ll 

see more devices with a narrower application focus without too much general-purpose overhead on the die. 

With each passing process generation, the cost of that overhead shrinks, and the cost of developing the tra-

ditional alternative solutions goes up. 

Industry abandoned the “pure” FPGA [110]. Countless failed FPGA start-ups have proven that the mag-

ic is not in the fabric. The real keys are tools, IP, and support for enabling the customer/designer to get the 

fabric to do what they want as easily as possible, and with minimal risk.  

It turns out that the solution is a mixture of FPGA fabric and hard logic coming from the FPGA compa-

nies. Instead of putting FPGA fabric in our custom SoC designs, we are getting custom SoC in our FPGAs. 
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Today’s FPGA are hybrid parts with optimized hardwired cells (like multipliers, memory, IO and even pro-

cessors) and FPGA fabric living on the same die. 

It is an important factor that there is an order of magnitude more software engineers than hardware guys. 

Usually it is the software community that selects the processor, not the hardware team. To gain the approv-

al of software engineers the FPGA vendors realized that promoting “a processor with FPGA accelerators” 

is more attractive than an „FPGA with a processor inside“ 

The FPGA business and the processor business looks like “chip” business, but actually are more “tools, 

software, IP, and services” businesses. With the coming together of the embedded processing world [111] 

and the FPGA world, we will see if FPGA companies like Xilinx can be convincing enough in their ability 

to support the embedded software developer, or if companies like Intel can be convincing enough in their 

ability to support the FPGA designer.  

"Customers are increasingly turning to FPGAs and expert 3rd party providers to design progressively 

complex products within shrinking time to market budgets. "As the industry is developing more complex 

designs on programmable solutions, competent and trusted providers are required to deliver key IP, soft-

ware, and services to meet the tight delivery schedules of today's system companies and to allow customers 

to find the right qualified 3rd party provider easier and faster than before - avoiding, that for SoC designers 

it’s a nightmare using IPs delivered by 3rd parties or internal IP teams? An Electronics IP core, a semicon-

ductor intellectual property core, or IP block is a reusable unit of logic, cell, or chip layout design that is the 

(legal) intellectual property of one party. 

2.3.3 Problems We Must Solve 

 Furthermore this chapter outlines the educational barriers we have to surmount and the urgent need for 

major funding on a global scale to run a world-wide mass movement, of a dimension as far reaching as the 

Mead-&-Conway-style microelectronics revolution in the early 80ies. Problems We Must Solve:  

(1.) A mass migration from software to configware for the benefit of massively saving energy, of much 

higher performance, and, of gaining high flexibility.  

(2.) developing a most promising migration priority list.  

(3.) to reeducating the programmer population for such a mass movement campaign [68], and upgrading 

our highly obsolete curricula for three reasons:  

(a.) to realize that parallel programming qualifications are a must,  

(b.) to resolve the extreme shortage of programmers qualified for RC, and  

(c.) twin paradigm programming skills are a must to program hetero systems (like modern FPGAs fea-

turing all 3: reconfigurable fabrics, hardwired function blocks, and CPUs). 

As a consequence we need innovative undergraduate programming courses [98] which also teach a 

sense for locality, not only needed for classical parallel programming, is already coming along in RC with 

time to space mapping required to structurally map an application to the datastream side of the twin para-

digm approach. This means, that teaching the structural programming of RC also exercises the sense of lo-

cality needed for traditional parallel programming. The extension of the non-sequential part of education 

should be optimized not to scare away undergraduate students. Twin-paradigm lab courses should be mod-

el-based, may be MathWorks-supported, mainly at the abstraction level of pipe networks [99]. 

2.3.4 How to introduce Reconfigurable Computing 

Since software has to be rewritten anyway, this is the occasion for the twin-paradigm approach to mas-

sively reduce the energy consumption of our computing infrastructures. 
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Meanwhile FPGAs are also used everywhere for high performance in scientific computing, where this is 

really a new computing culture - not at all a variety of hardware design. Instead of H/S codesign we have 

here software/configware co-design (SC co-design), which is really a computing issue. This major new di-

rection of developments in science will determine how academic computing will look in 2015 or even ear-

lier. The instruction-stream-based mind set will loose its monopoly-like dominance and the CPU will quit 

its central role - to be more an auxiliary clerk, also for software compatibility issues.  

An introduction to Reconfigurable Computing (RC) [90,112,113] should regard the background to be 

expected from the reader. This chapter of the book mainly addresses a bit IT-savvy people in the public and 

its mass media, as well as „software engineers“. Here an introduction is difficult, since in both communities 

people typically know nothing or almost nothing about RC. To move RC from its niche market into main-

stream massive funding is needed for R&D and to reinvent programming education. To yield the attention 

of media and the politicians we need a highly effective campaign by mass media. 

RC should urgently become mainstream. Several reasons have prevented RC from truly becoming main-

stream [114]. The execution model is inherently different from the traditional sequential paradigm were we 

can reason about state transition sequences much better than in a hardware or a concurrent execution mod-

el. As a consequence, the development and validation of tools is substantially a traditional hardware mind 

set. 

 Tools are limited and above all fairly bridle. This means programmers must master the details of not on-

ly software development but also of hardware design. Such a set of skills is also not taught as part of major 

electrical engineering courses severely constraining the pool of engineering with the "right" mindset for 

programming RC to a selected few. Moreover the recent evolution of FPGAs and to some extent coarse-

grain RC architecture make programmer and performance portability difficult at best. 

One of the objectives of the REFLECT project (chapter 11) is lowering the barrier of access of RC to the 

average programmers, by retaining the “traditional” imperative programming mindset in a high-level lan-

guage such as MATLAB and rely on the concepts of Aspects to provide a clean mechanism (at the source 

code level) for the advanced user to provide key information for a compilation and synthesis tool to do a 

good job in mapping the computation to hardware. The approach should be by no means fully automatic 

[114]. Instead, we have the programmer involved but controlling the high-level aspects of the mapping 

while the tools takes care of the low-level, error-prone steps. 

We extend the “traditional” imperative programming mindset (for software) by a twin-paradigm impera-

tive mind (subject of subsection 2.4.4.) also including an imperative datastream programming methodology 

(for “flowware” - for terminology see Table 3) [90]. We obtain an almost fully symmetric methodology: 

the only asymmetry is intra-loop parallelism, possible for data streams, however not for instruction streams 

(Table 4). The semantic difference of these machine paradigms is the state register: the program counter 

(located with the ALU) for running the instruction streams in executing software, and data counter(s) (lo-

cated in memory block(s) [60, 61]) for running data streams in executing flowware. 

2.3.5 Toward a New World Model of Computing 

The traditional CPU-centric world model of the CS world is obsolete. It resembles the old Aristotelian 

geo-centric world model. Its instruction-stream-based software-only tunnel view perspective hides structur-

al and data stream aspects - massively threatening the progression of system performance, where we have 

to confront a dramatic capability gap. We need a generalized view, comparable to the Copernican world 

model not being geo-centric. We need a hetero model which also includes structures and data streams and 

supports time to space mapping, since scaling laws favor reconfigurable spatial computing over temporal 

computing. Exercising time to space mapping, also by programming data streams and by software to con-

figware migration, provides important skills: e. g. locality awareness, understanding and designing efficient 
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manycore architectures and their memory organization being essential to cope with bottlenecks caused by 

bandwidth problems. 

This new direction has not yet drawn the attention of the curriculum planner within the embedded sys-

tems scene. For computer science this is the opportunity of the century, of decampment for heading toward 

new horizons, and, to preserve the affordability of its electricity consumption. This should be a wake-up 

call to CS curriculum development. Each of the many different application domains has only a limited view 

of computing and takes it more as a mere technique than as a science on its own. This fragmentation makes 

it very difficult to bridge the cultural and practical gaps, since there are so many different actors and de-

partments involved. We need the new CS world model to avoid the capability gap caused by that fragmen-

tation. Computer Science should take the full responsibility to merge Reconfigurable Computing into CS 

curricula for providing Reconfigurable Computing Education from its roots. CS has the right perspective 

for a trans-disciplinary unification in dealing with problems, which are shared across many different appli-

cation domains. This new direction would also be helpful to reverse the current down trend of CS enrol-

ment. 

Not only for the definition of the term “Reconfigurable Computing” (RC), it makes sense to use a clear 

terminology – not only to improve education about how to reinvent computing. It is a sluttish use of terms 

if “soft” or “software” is used for everything, which is not hardware. The term “software” should be used 

only for instruction streams and their codes. However, we generalize the term “programming” (Fig. 6) 

such, that procedural programming (in time domain) creates sequential code, like instruction streams (soft-

ware), or data streams, which we call “flowware”, and, that “structural programming” (programming in 

space) creates “structural code”, which we call “configware”, since it can be used for the configuration of 

FPGAs (Field-Programmable Gate Arrays) or other reconfigurable platforms. Summary: Table 3. 

This established terminology reveals (see Table 3 for the terms we should use and Table 4 for the terms 

that usually make some confusion), that a software to configware migration means a paradigm shift, away 

from the traditional programmer’s CPU-centric world model of computing, resembling the geo-centric Ar-

istotelian world model. To reinvent computing we need a multi paradigm hetero system world model of 

computing science (Fig. 9), which models the co-existence of, and the communication between: (1.) the 

traditional imperative software programming language mind set with the CPUs running by software (in-

struction streams), (2.) the reconfigurable modules to be structurally programmed by configware, and (3.) 

an imperative datastream programming language mind set with [90] data stream machines programmed by 

flowware for generating and accepting data streams (asM in Table I stands for “auto-sequencing Memory”, 

also containing the data counter inside a reconfigurable address generator). We obtain an almost fully 

symmetric methodology: the only asymmetry is intra-loop parallelism, possible for data streams, however 

not for instruction streams (Table 4). The semantic difference of these machine paradigms is the state regis-

ter: the program counter (located with the ALU) for running the instruction streams in executing software, 

and the data counter(s) (located in memory block(s) [60-66]) for running data streams in executing flow-

ware. 

Table 4. Confusing terms which should not be used.  
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Fig. 10 illustrates this triple-paradigm “Copernican” world model replacing the von-Neumann-only-

centric obsolete “Aristotelian” narrow tunnel view perspective of classical software engineering, which 

hides almost everything, which is not instruction-stream-based. (The term “supersystolic” in Fig. 10 stands 

for the generalization of the systolic array: non-linear and non-uniform pipes are allowed like spiral, zigzag 

and any excessively irregular shapes.) This generalized model will help us to come up with a new horizon 

of programmer education which masters overcoming the hardware / software chasm, having been a typical 

misconception of the ending first history of computing. The impact is a fascinating challenge to reach new 

horizons of research and development in computer science. We need a new generation of talented innova-

tive scientists and engineers to start the beginning second history of computing, not only for the survival of 

our important computer-based cyber infrastructures, but also for developing and integrating exciting new 

innovative products for the transforming post PC era global information and communication markets [90]. 

Not yet discussed in this paper is the accelerator role of GPUs (graphics processors [115]) which for 

some authors seem to be the FPGA’s competitor w. r. to speed-up and power efficiency [116-118]. Mean-

while the very busy hype on the accelerator use of GPGPU seems to be over-exaggerated [117]. FPGAs 

from a new Xilinx 28nm high-performance, low-power process, developed by Xilinx and TSMC-optimized 

for high performance & low power are massively better off than GPUs. E.g., for the Smith-Waterman algo-

rithm the following normalized performance is reported: 584 for FPGA, 25 for GPU, and, 1 for GPP [119]. 

Since a compute-capable discrete GPU can draw much more than 200 watts, other authors call this massive 

power draw a serious roadblock to the adoption, not only in embedded systems, but even for data centers 

[120]. 

But going hetero by interweaving instruction stream parallelism and structural parallelism is a massive 

challenge requiring to master many difficult problems. The existence of thousands of languages did not 

prevent a stall of language research in the past 2 decades [104]. Being speaker in 7 tutorials at Supercompu-

ting 2010 [121] Tim Mattson of Intel complaints about what he calls "choice overload" and calls to arms. 

Another design tool problem is hitting the moving target of the complex value chain in SoC design: the rap-

idly growing segment of the electronics industry called “Electronics Intellectual Property” or “Electronics 

IP”, where currently the designers have a nightmare using IPs delivered by 3rd parties or internal IP teams 

[122]. Masses of highly qualified new kinds of jobs must be created to meet the fascinating challenges of 

reinventing computing sciences, following the wide horizon of the new world model [121]. 

2.4 Conclusions 

This chapter has emphasized that Reconfigurable Computing (RC) is a critical survival issue for compu-

ting-supported infrastructures worldwide and has stressed the urgency of moving RC from niche to main-

stream. Since a qualified programmer population does not exist we need to use Reconfigurable Computing 

to Reinvent Computing (R2R) and to Rewrite Textbooks for R2R (RT4R2R), and many of us should be-

come Reinvent Computing Evangelists (RCE). We urgently need a world-wide mass movement of R&D 

and education to be more massively funded and supported than the Mead-&-Conway VLSI design revolu-

tion in the early 80’s, which so far has been the most effective project in the history of modern computing 

science. This chapter urges acceptance of the massive challenge of reinventing computing, away from its 

currently obsolete CPU-processor-centric Aristotelian CS world model, to a twin-paradigm Copernican 

model.  

For energy cost reasons, a massive software to configware migration campaign is needed. First this re-

quires clever planning to optimize all its aspects. We also need to develop plans deciding, which software 

packets need to be migrated, and, which of them should be migrated first. All this requires many years, 

probably a decade of massive R&D and education efforts. We cannot afford to hesitate. Lobbying for the 
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massive funding should be started right now. We should address politicians at all levels: community level, 

state level, national level, and European Union level. To explain all this to politicians is very, very difficult. 

Since politicians always watch the sentiment of their voter population, we efficiently have to teach the pub-

lic, which is a dramatic challenge. Without the support by a strong tailwind from the media a successful 

lobbying does not seem to have any chance. All this has to be completed as soon as possible, as soon as we 

can still afford such massive activities. To succeed with such a challenging educational campaign the foun-

dation of a powerful consortium to be funded at all levels is needed for running an at least Europe-wide 

project.  
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