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Abstract. Making gate arrays obsolete, FPGAs are successfully
proceeding from niche to mainstream. But after a decade of
research on Reconfigurable Computing a new breed of
reconfigurable platforms is an emerging competitor to FPGAs:
coarse grained reconfigurable platforms with drastically
improved efficiency.

Like microprocessor usage, also programming reconfigurable
platforms is RAM-based, but by structural programming instead
of procedural programming. But so far reconfigurable
platforms do not yet repeat the RAM-based success story of the
software industry. Because of lacking awareness of this
paradigm switch there is not yet a configware industry. A new
business model is needed, as well as a fundamentally new
product design flow approach.

This embedded tutorial surveys a decade of R&D on
Reconfigurable Computing and related CAD. The paper
illustrates, that results are available for commercialization: to
cope with the current SoC design crisis by a transisiton from
hardware/software co-design to platform-based SoC design by
configware/software co-compilation. The paper shows a
roadmap to the success story of a coming configware industry.

1. Introduction

Reconfigurable platforms are heading from niche to
mainstream [1], bridging the flexibility gap between
ASICs and microprocessors. It'stime to revist R&D resultsto
derive aroadmap to SoC design and emerging new businessmodd.

2.  Coarse-Grained Reconfigurable Architectures

In contrast to using FPGA use (fine grain reconfigurable)
the area of Reconfigurable Computing Sresses the use of coarse
grain recorffigurable arrays (RAS) with pathwidths greeter than 1 bit,
because fine-grained architectures are massively less efficient,
due to a huge reconfigurability overhead and poor routability [2]
[3]. Since computationd datapaths have regular sructure
potentid, full custom designs of reconfigurable datapath units
(rDPUs) ae dredticaly more arearefficient. Coarse-grained
architectures provide operator leve CFBs, and very area
efficient datapath routing switches. A mgor benefit is massive
reduction of configuration memory and configuration time, and
drastic complexity reduction of the P& R (placement and routing)
problem. Several architectures will be briefly outlined (for more
details see [4]). Some of them introduce muiti-granular
solutions, where more coarse grain can be achieved by %ﬁndling
of resources, like4 ALUs of 4 hitsto obtain a16 bit ALU.

2.1 Primarily Mesh-Based Architectures

Mesh-based architectures arrange their PEs mainly as a
rectangular 2-D array with horizontal and vertica
connections which supports rich communication resources
for efficient parallelism. and encourages nearest neighbour
(NN) links between adjacent PEs (NN or 4NN: links to 4
sides{ east, west, north, south}, or, BNN: NN-linksto 8 sides
{ east, north-east, north, north-west, west, south-west, south,
south-east} like w. CHESS array: [5]). Typicaly, longer
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lines are added with different lengths for connections over
distances larger than 1. DP-FPGA (Datapath FPGA) [6] has
been introduced to implement regularly structured
datapaths. It is a FPGA-like mixed fine and coarse grained
architecture with 1 and 4 bit paths. Its fabric includes 3
component types: control logic, the datapath, and memory.
The datapath block consists of 4 bit-dlices: each bit-dice
with a lookup table, a carry chain and a 4 bit register. DP-
FPGA provides separate routing resources for data
(horizontal, 4 bits wide) and control signals (vertical, single
bit). A third resource is the shift block to support single-bit
or multi bit shifts and irregularities.

The KressArray is primarily a mesh of rDPUs physicaly
connected througﬁ wiring by abutment: no extra routing
aress needed. In 1995 it has been published [7] as “rDPA”
(reconfigurable DataPeth Array). “KressArray” has been coined
later. The KressArray is a super-systolic array (generdization of
the sygtolic array) which is achieved by DPSS (see section 3.2).
Its interconnect fabric digtinguishes 3 ﬁhysicd levds multiple
unidirectional and/or bidirectiona NN links (fig. 1), full length or
segmented column and/or row backbuses, a single global bus
reaching al rDPUs ﬁalso for configuration). Each rDPU can
serve for routing only, as an operator, or, an operator with
extra routing paths. All connect levels are layouted over the
cell, so that wiring by abutment capability is not affected. A
first 32 bit KressArray included an additional control unit for
the MoM-3 [8] Xputer [9] [10] [11] [12]. ItsrDPUs support al
C language operators. With the new Xplorer environment [13]
rDPUs also support any other operator repertoires including
branggi ngr,g an eldoopslcl)ég gajtsa streag&zérom and to thgf arrﬁg
can be trander g aray ports or ports of ol
rDPUs (addr individually by address generator).
Supported by the DPSS application development tool and a
platform architecture space explorer (PSE) environment the basic
principles of the KressArray define an entire family of KressArrays
covering awide but generic variety of interconnect resources
and functiond resources. A later PSE verson (see section 4.2),
supports the rapid creation of RA and rPDU architectures
optimized for a particular application domain, and rapid
mapping of applications onto any RA of the family.

Colt [14] combines concepts from
FPGAs and data flow computing [15]. It's 16$ %8 $32
“«

a 16 bit pipenet [16] with mesh-connected o4
IFUs (Interconnected Functional Units), a DPU
crossbar switch, aninteger multiplier, and Six <=— AR
data ports, and relies highly on runtime $ $
reconfiguration using wormhole routing. %

Each IFU featuresan ALU, abarrd shifterto  Fig. 1: KressArray
support multiplication and floating point. NN portsexamples.
MATRIX[17] isamulti-granular array of 8-bit

BFUs (Basic Functiond Units) with proceduraly programmeable
microprocessor core including ALU, multiplier, 256 word data
and ingtruction memory and a controller which can generate
local control signas from ALU output by a pattern matcher, a
reduction network, or, haf a NOR PLA. The routing fabric
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provides 3 levels of 8-hit buses: 8 nearest neighbour (BNN) and 4
second-nearest neighbour connections, by connections of
length 4, and globd lines. For more detailsalso see[4]. The Garp
architecture[ 18] resemblesan FPGA and comeswithaMIPS-1-
like host and, for acceleration of specific loops or subroutines, a
32 by 24 RA of LUT-based 2 hit PEs. Basic unit of its primarily
mesh-based architecture is a row of 32 PEs. The hogt has
ingtruction set extensonsto configure and control the RA. Garp has
a sophigticated routing architecture. RAW (Reconfigurable
Architecture Workstation) [19] provides a 4 by 4 array RISC
multi processor architecture of NN-connected 32-bit modified
MIPS R2000 microprocessor tiles with ALU, 6-stage pipeling,
floating point unit, controller, register file of 32 genera purpose
and 16 floating point registers, program counter, local
cached data memory and indruction memory. REMARC
(Reconfigurable Multimedia Array Coprocessor) [20], a
reconfigurable accelerator, tightly coupled to a MIPS-I1 RISC
processor, consists of an 8 by 8 array of 16 bit “ nanoprocessors’
with memory, and aglobal control unit. It uses NN connections
and 32 hit horizontal and vertical buses which aso alow some
broadcast to processors, aso to support SIMD operations.

- - The hexagona CHESS array
configurable logic | o™ ertires a chessoarcHike
digital || display | ] floorplan with interleaved
filter || interface 7™ rows of alternating ALU /

ARM switchbox  sequence  and
viterbi ||, A/D ¢y includes embedded RAM

interface | |~ areas. Switchboxes can be

I converted to 16 word by 4

[ CSisocket | hit RAMs. Theinterconnect

fabrics has segmented 4 bit
and 16 bit buses of different
length. An ALU data output
may feed the configuration
input of another ALU, so
that its functionality can be
changed on a cycle-per-cycle basis a runtime without
uploading. Partial configuration by uploading is not possible.
The DReAM Array (Dynamically Reconfigurable Architecture
for Mobile Systems [21]) for next generation wireless
communication is an array of RPUs. Each RPU consists of: 2
dynamically reconfigurable 8-bit Reconfigurable Arithmetic
Processing (RAP) units, 2 barrel shifters, a controller, two 16 by
8-bit duad port RAMs (used as LUT or FIFO), and, a
Communication Protocol Controller. The RPU array fabric uses
NN portsand global buses segmentable by switching boxes.

Chameleon Systems’ CS2000 family multi-protocol multi-
application reconfigurable platform RCP (reconfigurable
communication processor) [22] aims at initid markets in
communication infrastructure and is intended to cope with
the chaotic world of evolving standards, protocols and
algorithms with application areas as 2nd and 3rd generation
wireless basestations, fixed point wireless local loop
(WLL), smart antennas, voice over IP (VolP), very high
speed digital subscriber loop (DSL), and, for instance,
supports 50 channels of CDMA2000. CS2000 chips have a
32 bit RISC core, connected to a RA of 6, 9, or 12
reconfigurabletiles, with 7 32-bit rDPUs (each including an 8
word instruction memory), 4 local memory blocks of 128 x
32 bits, 2 16x24-bit multipliers. The MECA family of DSPs,
optimized for VoIP, by compressing voice into ATM or IP
packets etc., ams a next generation VoOIP and VOATM.
Compared to conventional DSPs- a speed-up factor of 10 is
reported. CALISTO  (Configurable  ALgorithm-adaptive
Instruction Set TOpology) |s an adaptive instruction set
architecture for internet protocols (IP) and ATM packet-based
networks with flexibility for Any-Service-Any-Port (ASAP)
to deliver voice and data simultaneously over a unified data
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Fig. 2: Triscend cSoC example.

network. It is a communications processor for carrier-classvoice
gateways, soft switches, and remote access concentratorsiremote
accesssarvers (RAC/RAS), aiming at use like echo cancellation,
voiceffax/data modems, packetization, cdlification, dday equdiz-
aion. The multi-context (2 extra configuration memories) FIPSOC
(Field-programmable System-on-Chip) ASIC emulator (rapid
prototyping), has an 8051 controller, a8x12, 8x16, or 16x16 RA
of 4 bit “digital macro cells’ a&)DM C) and aRAA (reconfigurable
andog array). with configuranle analog blocks (CAB) usable as
differential amplifiers, comparators, converters etc.

2.2 Linear-Array-based Architectures

Some RAs are based on one or severa linear arrays,
mainly aming a mapping pipdines onto it. RaPiD
(Reconfigurable Pipelined Datapath) [23] @ms at deep pipdines
for highly regular, computation-intengve tasks. It is a 1-D RA.
featuring 15 DPUs of 8 bit with integer multiplier (32 bit output), 3
integer ALUs, 6 generd-purpose detgpath regisers and 3 loca 32
word memories, al 16 bits wide. ALUs can be chained.
RaPiD includes an 1/O stream generator with address
generators and FIFOs. RaPiD’s sophisticated routing and
configuration interconnect fabric cannot be detailed here.

PipeRench [25], an accderator : Programming
for pipelined applications, Paﬂradlgm Platiorm source
provides severd reconfigurable |eyaann| Hardware | Software
pipeline stages (“stripes’) and coarsegran| high level
r.F')gs_ on fast pmaltd dyngmlc Xputer Flexw%re Cogfigware
pipeline reconfiguration and run ™R7—fine grain | netlist level
time scheduling of configuretion |(FPGA etc) Floxware Configware

streams and data streams. . -
PipeRench allows the con- Fig. 3: About terminology.
figuration of a pipeline stage each cycle, while concurrently
executing all other stages. The sophisticated fabric consists of
(horizontal) stripes of Interconnect and PEs. A stripe provides
32 ALUswith 4 bits each. The whole fabric has 28 stripes.

2.3  Architectures using Crossbars

PADDI (Programmable Arithmetic Device for DSP) stands
for architecturesfor rapid prototyping of computation-intensive
DSP data paths, featuring sophisticated fabrics using a central
reduced crossbar (difficult to rout) and a2 level hierarchy of
segmentable buses. PADDI-1 [26] g27] consists of clusters of
8 arithmetic execution units (EXUs), 16 bits wide, induding 8
word SRAM (which may be con-catenated for 32 bits). PADDI-2
[28] features a data-driven execution mechanism and has 48
EXUs, 16 bitswide. The Pleiades Architecture [29] isakind
of generdized low power “PADDI-3" with microprocessor
and heterogeneous RA of EXUs, which allowsto mix fine and
coarse grained EXUs, and, have memoriesin place of EXUs.

2.4  Future Reconfigurable Architectures

A universal RA obvioudy isanilluson. Theway to go is
toward ASPPs (application-specific programmable products)
like sufficiently flexible RAs, optimized for a particular
application domain like e. g. wireless communication, image
processing or multimedia etc. There is a need for tools
supporting such dedicated RA architecture development. But
architectures have an immense impact on implementability of
?ood mapping tools. “Clever“fabrics are too sophigticated to
ind good tools. Best are simple generic fabrics architecture
principles, or, amapping tool which generically crestes by itself
the architectures it can manage easily [13], or, a combination of
both approacheslike platform space exploration (s. section 4.2).

3.  Programming Coarse Grain RAs
Programming frameworks for RAs are highly dependent
on structure and granularity, and differ by language level. For
MATRIX, PADDI-2 and REMARC it's assembler level.
Some support the designer by a graphical tool for manual
P&R. Others feature automatic design flow from HDL or



high-level programming language. Environments differ by the
approach used for technology mapping, placement, routing.
Using only a simple script for technology mapping [30] DP-
FPGA [6] is not considered. Technology mapping is mostly
simpler for coarse grain than for FPGAs. Approaches are
direct mapping, where the operators are mapped straight
forward onto PES, with one PE for one operator, or, using an
additional library of functions not directly implementable by
one PE, or, more sophisticated tree matching also capable to
merge several operatorsinto one PE by amodified FPGA tool
kit. An exception is the RAW compiler doing partitioning
instead of technology mapping, since RAW has RISC cores
as PEs accepting blocks from program input.

For operator placement, the architecture has an impact.
An approach often used for FPGAS synthesis is placement
by smulated annedling or a genetic algorithm. Garp uses atree
matchi n%al?orithm instead, where placement is done together
with technology mapping. The use of greedy algorithms is
feasble only for linear arrays (PipeRench), or with ahigh level
communication network (RAW). PADDI is an exception by
using a scheduling agorithm for resource alocation.

Routing aso features quite different approaches. In two
cases, the routing is not done in an extra phase but integrated
into the placement and done on the fly. One approach
(KressArragg uses a smple algorithm restricted to connects
with neighbours and targets with a most the distance of one.
The other (RaPiD) employs the pathfinder agorithm [30],
which has been developed for FPGA routing. Greedy routing
would be not satisfying. General exceptions to the routing
approaches is the RAW architecture, which features only one
high-level communication resource, so no selection of routing
resources is needed, and the PADDI architecture, which
features a crossbar switch having the same effect. Greedy

1/0 & memory
communication
architecture

used for data  used for unused
sequencers application memory port

Fig. 4: Mapping application (lineer filter) and memory communication
architecture (dark background) onto the same KressArray, including
the address ports and the data portsto 4 different memory banks (5 of
8 memory port connects are routed through application DPUs).

mapping | Kress DPSS | CHESS | RaPiD Colt
placement | simulated | Simulated annealing | genetic algorithm
routing annealing Pathfinder greedy algorithm

Fig. 5: FPGA-Style Mapping for coarse grain reconfigurable arrays.

routing algorithms are only used for 1-D RAS, or architectures
le to cure routing congestion by other mechanisms, like
Colt with wormhole run-time reconfiguration.

3.1 Assembler Programming

Assembler level code for coarse grain architectures can
be compared to configuration code for FPGASs. In the case
of systems comprising a microprocessor / RA symbiosis,
only the reconfigurable part is considered for classification.
Programming is done mainly at akind of assembler level for
PADDI-2, MATRIX, and, RAs of REMARC. For
Programming PADDI-2 [28], atool box has been developed
which includes software libraries, a graphical interface for
signal flow graphs, routing tools, simulation tools,
compilation tools and tools for board access and board
debugging. Major parts of this process are done manually.
The input specifies assembly code for each function in the
signal flow graph. The programmer manually partitions the
signal flow graph with a graphical tool, which also aids in
manual placement and routing. As an alternative to manua
placement and routing, an automated tool is provided,
which guarantees to find a mapping, if one exists, by
exhaustive methods which need much computation time.
For Programming MATRIX [17] an assembly level macro
language has been developed. Some work on P&R pointed
out the original MATRIX’s weak points [31]. REMARC
tools [20] alow concurrent C programming of RISC
processor and RA using a GCC compiler also generating
RISC instruction code to invoke REMARC code.

3.2 Frameworks with FPGA-Style Mapping

Like known from mapping onto FPGAs CHESS, Calt,
KressArray, and RaPiD (see fig. 5) use simulated annealing
or other genetics for placement, and two use pathfinder for
routing [30]. The KressArray DPSS (Datapath Synthesis
System) accepts a C-like language source. Compilation for
RaPiD works similar, but relies on relatively complex
algorithms. Colt tools use a structural description of the
dataflow. CHESS has been programmed from a hardware
description language (JHDL) source. P&R quality has a
massive impact on application performance. But, due to the
low number of PEs, P&R is much less complex than for
FPGAs and computational requirements are dragtically
reduced. Tools for Colt [14] accept a dataflow description
(below C leve) for placement by a genetic agorithm and routing
by a greedy algorithm (routing congestion is cured at run-
time by wormhole reconfiguration). Data stream headers
hold configuration data for routing and the functionality of
all PEs encountered.

Programming RaPiD [23] uses RaRD-C, a C-like language
with extensions (like synchronization mechanisms and conditionas
for loops) to explicitly specify pardldiam, daa movement and
partitioning, Outer loops are transformed into sequentia code for
address generators, inner loops into structural code for the RA.
The netlist is mapped onto RaPiD by pipdining, retiming, and
P&R by smulated anneding, with routing (by pathfinder [30])
done on the fly to measure placement qudity [ 32]. To Program the
CHESS aray [5] a compiler [33] was implemented accepting
JHDL [34] sources and generating CHESS netligds Flacement is
doneby smulated annedling and routing by Pathfinder [30].



3.3 Other mapping approaches

Greedy agorithms are poor in mapping to FPGASs. But,
athough Garp is mesh-based, mapping treats it like a linear
array which allows mapping in one step by a simple greedy
routing agorithm. RAW features only one communication
resource, removing the wire selection problem from routing.
Instead, the compiler schedules time multiplexed NN
connections. CPU cores inside RAW PEs smplify mapping
by loading entire source code blocks. PipeRench resembling a
linear array and interconnect fabrics restrictions keep
placement simple for a greedy agorithm. PADDI uses a
standard P& R approach.

Garp toolg18] use a SUIF-based C compiler [35] to generate
code for MIPS host with embedded RA configuration code to
accelerate (only non-nested) loops. It aso generates interfacing
ingructions for the host, and a DFG (data flow graph). The
proprietary Gamma tool [36] maps the DFG onto Garp using a
tree covering adgorithm Configuration code is generated (incl.
routing [38]), assembled into binary form, and, Tinked with the
hosts C object code. For more detalls also see [39]. RAW tools
[40] [41] include a SUIF-based C compiler and a run-time
?stem managing dynamic mechanisms like branch prediction,

ata caching [42], speculative execution, dynamic code
scheduling. For details see [4]. The RAW project aims more at
paralel processing rather than reconfigurable computing and
failed in finding agood automatic mapping agorithm [43].

PipeRench tools [25] [44] use the DIL single-assignment
language (SAL? for desgn entry and as an intermediate form.
Firgt, the compiler inlines al modules, unrollsloops and generates
a draght-line SA program (SAP). After optimizations and
bresking the SAP into piecesfitting on one sripe, agreedy P& R
agorithm isrun which triesto add nodesto stripes. Once placed, a
node is routed and never moved again. P&R is fast by crossbar
Sitch coare granulaity, and, restriction to unidiredtiond pipdines
CADDI [45], assembler and smulator, has been implemented
for PADDI. Firg a slage [46] specification is compiled into a
CDFG (control /data flow graph), used for estimations of critica
path, minimum and maximum bounds for hardware for a given
time alocation, minimum bounds of execution time, and for
trandformations  like  pipdining,  retiming,  agebraic
transformations, loop unrolling and operation chaning. The
assignment phase maps operations to EXUs by aregectionless
antivoter algorithm [46]. For more detailsalso see [4].

For KressArrays the :
DPSS (DataPith Syrthess machine | Somputer, | Xputer [10]
&/Qem) [7] generates machine procedural sequencing:
configuration code for| paradigm deterministicino dafafiow [15]
ﬁrﬁrrelwls from ALE-X —jen by: |control flow | data stream(s)
IgN-Ievel languiege SOUrces RA support no yes

[7].[50] supporting cetepeths
h loca

engine instruction data

yall:{l djﬁ%nm After pringiples sequencing| sequencing
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generales an expresslon fo oy ication trun fi t load i
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smultaneous P&R by
simulated aneding, ad
1/O scheduling (incl. IooE folding, memory cycle optimization,
register file usage). The result is the gpplication’s KressArray
mapping and array 1/0O schedule. Finaly configuration
binaries are assembled. Routing is restricted to direct NN
connect and rout-through of length 1. Other connect is
routed to buses or segmented buses. DPSS has also been
pat of the MoM-3 Xputer compiler accepting and

Fig. 6: Machine Paradigms.
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partitioning a subset of C subset into sequential MoM code
and structural KressArray code. The more generd CoDe-X
gpproach [51] uses this MoM compiler as pat of a
partitioning co-compiler accepting a C language superset
and partitioning the application onto the host and one or
several Xputer-based accel erators.

3.4 Run-time Mapping

The VIRTEX FPGA family from Xilinx, the RAs being
part of the CS2000 series systems from Chameleon and
others are run-time reconfigurable. Programming a host/RA
combination is a kind of H/S Co-design. However using
such devices changes many of the basic assumptions in the
HW/SW co-design process: host / RL interaction is dynamic
and needs a kind of tiny operating system like eBIOS, aso
to organize RL reconfiguration under host control. A typical
goal Is mimization of reconfiguration latency (especialy
Important in  communication processors), to hide
configuration loading latency, and, list scheduling of eBIOS
calls (dnse§“CoDe-X ...." In section 4.1).

4. Compilation Techniques

“von Neumann” and the classica compiler are obsolete
(fig. 11 Q). Today, host/accelerator(s) symbiosis is dominant
(fig. 11 b) and most of the platforms summarized above make
use of it. Newer commercia platformsinclude al on asingle
chip, like Altera's EXCALIBUR combining a core processor
(ARM, or MIPS), embedded memory and RL. Sequentia
code is downloaged to the host's RAM. But accelerators are
gill implemented by CAD, a C compiler is only an isolated
tool, and, software / configware partitioning is still done
manually [36] [44] [52] [53] [53|] [55], s0 that massive
hardware expertise s heeded to implement accelerators.

4.1 Co-Compilation

Using RAs as accelerators again changes this scenario: now
implementations onto both, host and RA(s) are RAM-based,
which alows turn-around times of minutes for the entire system,
instead of months needed for hardwired accderators Thismeansa

Specification higp level programming Specification
anguage,source
VLSI CAD
9 [VLSICAD] o LVLSICAD]
netlist netlist
% relocatable code v
Placement Placement
& Routing downloading & Routing
I I

hard- no general yet no
machine |RAM machine |RAM machine

paradigm paradigm paradigm
(algorithms: fixed) ~ (‘algorithms: variable) ~(algorithms: variable)

(resources: fixed )  (resources: fixed | (resources: variable )
Fig. 8 Synthesisa) hardwired, b) “von Neumann”, ) reconfigurable.
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Fig. 9: Smplified example to illustrate platform space exploration (finding an optimized KressArray by KressArray Xplorer [43]).

change of market dructure by migration of acceerator
implementation from IC vendor to cusomer, demanding
automatic compilation from high level programming language
sources onto both, host and RA: co-compilation including
automatic software / configware partitioning. (fig. 11 ¢). Since
compilers are based on a machine paradigm and “v. Neumann”
does not support soft datapaths Sbecause “instruction fetch”
is not done at run time: fig. 10) we need a new paradigm
(Xputer [55]) for the RA side, where the program counter (fig.
7 a) isreplaced by a data counter (data sequencer [56]: fig. 7
b). Figure6 compares both paradigms. With multiple data
sequencers (fig. 7 ¢) asingle Xputer may even handle several
parallel data streams (example infig. 4).

CoDe-Xis the fird such co-  timeof .instruction fetch™
compilation environment having been
implemented ([51] fig. 12), which &
partiions meinly by iGENGfYINg 10005 | oxing
siteblefor peraldizing transformetion " time1~ e
[3] [5]] [+4] into code downloadable  compile _Computing
to tLe MoM rf]aoceleratig)[rj Xpu%er. Thfe time
Xputer Machine Paradigm for soft  fabrication
hardware (fig. 6) [9] [10] [11] [12]. tme — (ASIC]
is the counterpart of the von Fig.10: “Ingtruction Fetch”.
Neumann paradigm. Instead of a
“control flow” sublanguage a “ data stream” sublanguage like
MoPL [57] recursively defines data goto, data jumps, data
loops, nested data loops, and parallel data loops. Later on

eon Sygtems reports for CS2000 a co-compilation [22] todl
box C~SIDE, combining compiler optimization, multithreading
to hide configuration loading latency, and, list scheduling to
finda’best’ schedule. Whether automatic partitioningisused is
undisclosed. C~SIDE indudes a GNU C compiler for the RISC
hogt, aHDL synthesizer for the reconfigurable fabric, asmulator,
aC-styledebugger, averifier, and eBIOS (eConfigurable Basic 1/0
Sarvices), a kind of operaing system to interfaces the RISC
processor with the reconfigurable fabric. C~SIDE also supports
run-time reconfiguration (also see [47] [48]). The IDE
(Integrated Development Environment) tool box for CALISTO
with C-compiler, debugger, smulator, “Evauation Module’
(EVM), and Redl-time operating system (RTOS) supports
“Any Service Any Port” (ASAP) configurations for up to 240
channels of carrier class G711 Vol P (voice over |P).

microprocessor
parallel computer

a) [compilation| [compilation] [ CAD | [ co-compilation ]
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Fig. 11: Computing Platforms. @) “v. Neumann”, b) current, ¢) emerging.

4.2  Design Space Explorers (DSEs)

Some development environments aim beyond compilation.
DSEs (survey: [4]) and use interactive or automatic guidance
systems or design assistants giving advice during the design flow
to select one of many dternative solutions to meet design goas.
We may distinguish Design Space Explorers (DSES) to optimize
a design or Platform Space Explorers (PSES) to optimize a
programmable platform. Interactive DSEs ae DPE (Design
Planning Environment) [59] with effect predictors and proposal
generators, template-based Clio [60] (both for VLSI) and D14
(Datapath-Intensive ASICs) [61], targeting semi-custom ASIC
behaviourd level, generate a schematic, adata flow graph, or a
layout from area, throughput, power, e.a. constraints specs.

A PSE srves to find an Fig. 12: CoDe-X
optimum RA or processor array -X-C —>-Partitioner Co-Compiler
(FA) p_Iatform fOl_' an a.)pllcmon X-C=Clanguage
domain by optimizing array extended by MoPL

size, path width, processor's [[G\ X-C
MIPS, number of ALUs and c%mgilcé"r ,/Agalyﬁer compiler
branch units, local SRAM size, rotiier

dataand instruction cache Szes, v

local bandwidth etc. from host KressArray DPSS
requirements like chip area,

total computation, memory size, buffer size etc. Software or
configware programming is findly not part of exploration, but may
serve platform evauation. All three being non-interactive, the
+DSE* [42] for RAW [19] festuring an anaytical modd, ICOS
(Intelligent Concurrent Object-oriented Synthesis) [62] featuring
object-oriented fuzzy techniques, and “DSE for Multimedia
Processors” [67] (DSEMMP) am a automatic synthesis of a
multiprocessor platform from system descriptions, performance
congraints, and a cost bound and generate an architecture.




4.3 Data Transfer and Storage Exploration

Currently memory bandwidth and power dissipation are the
most urgent optimization problemsin DSE and PSE use aswell
as in mapping applications onto platforms. Due to rapidly
spreading usage of portable systems recent research focuses on
low power embedded processors aswell as on low power RAS.
The processor / memory communication bandwidth gap, which
spans up to 2 orders of magnitude (see fig. 13), where new
memory architectures like RAMbus or DDRAM and others
bring only dight alleviation, can be even wider in data-
intensive RA use, where caches do not help (fig. 10).

The more recently published Data Trander and Storage
Trandformations (DTST) ([63] - [69]) offer a methodology for
memory and communicetion power savi and, loop
transformations[51] [70] [54] etc. for power savings[71] [72] and
speed-up - by working on data smdler loca memory ([73] - [75])
ingtead of digant larger memory. Such DTSTsare aplatform issue
cgpable to extend the power of PSEs. A generd architecture
supporting such data locdity drategies has been implemented
dready adecade erlier: the smart memory interface of the MoM
reconfigurable architectures ([76] - [80] et d.), based on the
generic address generator (GAG) genera sequencer concept ([12]
- [82] et d.), a that time aso used for a flexible and storage
scheme optimization methodology [63] for concurrent multiple
memory banks (for illustration see fig. 4). It has been shown
([63] and earlier), that by using a 2-dimensiona memory
organization this methodology provides arich supply of generic
DTST transformsaswell astheir excdlent visualization.

Locd optimization usually leads to performance-degrading
runtime solutions of access conflicts with estimated cost
overhead of 10 - 100% (in power) for hardware and around
35% (in clock rate) for software[73] [74]. Also for global
exploration the use of conflict-directed ordering (CDO) [75]
as an extension of force-directed scheduling (FDS) [83] has
been proposed [84]. Instead of a signal access flow graph
(SAFG) [75] a multi-dimensional conflict graph (MD-CG) is
used for a generdized CDO (G-CDO) dgorithm for data
transfer and storage exploration (DTSE) system [85] [86].

The KressArray Xplorer also yields solutions to the
memory bandwidth problem [63] and low power problems by
supporting mixed rDPU types, so that both, data sequencers and
rDPUs dedi cated to the gpplication can be mapped onto the same
KressArray what is illustrated by the example in fig. 4. These
Xplorer capahilities provide astraight-forward gpproach to support
architecturd implementations of the X puter soft machine paradigm.

4.4 Compiler / PSE symbiosis

Since to map an application onto a coarse grain RA may
take only minutes, retargettable mappers or compilers may
be also used for platform exploration. By profiling the
results of the same application or benchmark on different
platforms may be compared. Such a compiler / PSE
symbiosis like in Xplorer provides direct verification and
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Fig. 13: Processor / memory performance gap (from Dave Patterson [87]).

yields more realistic and more precise results than explorers
using abstract models for estimation and gives better
support for manual tuning.

The KressArray Xplorer, an
interactive PSE framework [13] [43]
has been implemented around a
modified DPSS mapper [7]. This
universa design space exploration
environment  supports  both,
optimum architecture selection (e.
0. domain-specific) and gpplication
development onto it includes
severd tools  architecture editor (o edit communication
resources and annedling parameters), mapping editor (to change
1/0 port type, freeze locations of edge port, cdl or cel group
€tc.), instruction mapper 10 edit and define the operator
repertoire, architecture suggestion generator [88], HDL
generator for cel amulation, retargettable cell layout generator
(planned, smilar to [89]), power estimator (planned [90], using
methodsfrom [92]). A cﬁathroughm@(plorationloo usudly
takes only minutes, so that a number of aternative architectures
may be checked in a reasonable time. By mgpping the application
onto it verification is provided directly. The Xplorer adso
supports optimization solutions to the memory bandwidth
problem and the power dissipation problem (see section 4.3).

4.5 Parallel Computing vs. Reconfigurable

RISC core |P célls are available so small, that 32 (soon 64 or
more) of them would fit onto asingle chip to form amassively
paralld computing system. But thisis not a general remedy for
the pardld computing crisis [93], indicated by rapidly
shrinking supercomputing conferences. For many application
areas process level parallelism yields only poor speed-up
improvement per processor added. Amdahls law explains just
one of severd reasons of inefficient resource utilization. A
dominating problem is the ingtruction-driven late binding of
communication paths (fig. 10), which often leads to massive
communication switching overhead a run-time. R&D in the
past has largely ignored, that the so-caled “von Neumann’
paradigm is not a communication paradigm. However, some
methods from parallel computing and parallelizing compiler
R&D scenes may be adapted to be used for lower level
paralelism on RA platforms (compare § “ Co-Compilation*).

5. A New Business Model (Conclusions)

Deep submicron alows SoC implementation - not just
subsystems, and the silicon IP business reduces entry barriers
for newcomers and turns infrastructures of exising players into
lighility [94] [95]. Already in the early days of reconfigurability
the business model has changed severad times with the
programming model. The PAL (1st wave) with write-once
RAM has supported customization after manufacture. The
FPGA (2nd wave) supports multiple reconfiguration during
development The c¢SoC (3rd wave) permits mult’icfle
reconfiguration affer development. We may distinguish (also
see fig. 14) following classes of ¢SoC chip: high density FPL
from catalogue (Soap Chip), configurable System on a Chip
(cSoC), and, specia SoC with FPL [P core (no acronym).

But so far we have not yet
learnt the lessons taught by the
history of dlicon application
synthesis, which distinguishes
three phases [49] [96]:
hardware design (fig. 8 a), ASIC
microcontroller usage (fig. b), — ¥ Y " —
and FPL / RA usage (fig. ¢). 1 2 3 4 yea
Thefirg shift has switched the Fg. 15: accderator longevity [94].

SoC Systemon aChip
¢SoC configurable SoC

Soap Chip System on a
programmable Chip
ASPP gpplication-gpecific
programmeable product
Fig. 14: Acronyms.

revenue
/ month

product

update 2

update 1

reconfigurable by
configware download




company architecture business model market
Adaptive Silicon not disclosed sell cores embedded DSP
Chameleon Systems | 32 bit array sell chips networking
Malleable not disclosed bought by PCM Sierra | voice over IP
MorphlCs not disclosed sell solutions cellular wireless
PACT not disclosed sell cores DSP & networking
Silicon Spice not disclosed bought by Broadcom | networking
Systolix bit-serial systolic | sell cores signal conditioning
Triscend programmable SoC | sell chips embedded systems

Fig. 16: Start-ups offering embedded reconfigurable array solutions [94].

business modd from structura synthesis by net-list-based CAD
(fixed dgorithms, no machine paradigm) to RAM-based
procedurd synthess by compilation, based on a machine
paradigm, which drasticaly reduces the design space by
guidance - the secret of success of the software industry. Note:
RAM-based means flexibility and fast turn-around and shifts
product definition from hardware vendor to customer’s site.
But the 3rd phase (resources have become variable), RAM-
based structural accelerator synthesis (fig. 11 b) still uses
phase 1 methods (CAD). It is time to switch to red
compilation techniques, based on a soft machine paradigm.
But the R&D scenes still ignore, that we now have a
dichotomy of RAM-based programming: procedural versus
structural, integrating two worlds of computing.

Exploding design cost and shrinking product life cycles of
ASICs cregte a demand on RA usage for product longevity.
Performance is only one part of the sory. The time has come
fully exploit their flexibility to support turn-around times of
minutes instead of months for rea time in-system debugging,
profiling, verification, tuning, fidd-maintenance, and fid d-upgrades A
new “soft maching’ paradigm and language framework is
available for novel compilation techniques to cope with the new
market structures transferring synthessfrom vendor to customer.

Nevertheless, reconfigurable platforms and their appli-
cations are heading from niche to main-stream, bridging the gep
between ASICs and micro-processors (fig. 16). Many system-
level integrated future products without reconfigurability will
not be competitive. Better architectures by RA usage, rather
than technology progress, will be the key to keep up the
current innovation speed beyond the limits of silicon. It is
time to revisit past decade R& D results to derive commercial
solutions: at least one promising approach isavailable. It'stime
to overcome the design crisis by switching to compilation
techniques. It is time for you to get involved. Theory and
backgrounds are ready for creation of a dichotomy of
computing science for curricular innovations urgently needed.
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